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Abstract

Cosmology has known a considerable surge in the past twenty years and is
now well established as a precision science. Accurate measurements of temper-
ature anisotropies of the Cosmic Microwave Background (CMB) opened an un-
precedented window on the primordial Universe. Furthermore, the existing mea-
surements of CMB polarisation anisotropies have confirmed our understanding
of early universe physics, and provided important consistency tests of the cur-
rently popular models. The next frontier in CMB science is the precise mapping
of polarisation anisotropies, and the detection of a specific signature in the polar-
isation signal, the primordial B-modes. These observations will allow us to push
further our knowledge of the Universe and its best-kept secrets, such as dark
energy, dark matter and inflation.

This detection is particularly challenging, as the signal we look for is very low,
and shadowed by various sources of galactic and extra-galactic contamination:
polarised dust, synchrotron radiation and weak gravitational lensing - to name
a few. The next generation of CMB polarisation experiments therefore needs not
only to reach an unprecedented raw instrumental sensitivity, but also to be able
to distinguish the signal from these contaminations. This calls for enhanced de-
tection capabilities, new technologies, as well as novel data analysis methods.

This work focuses on understanding whether this increased complexity of CMB
experiments will effectively lead to better performances, and at which cost re-
garding the control of systematic effects. I develop new, involved data models
taking into account various instrumental parameters to ensure a better modelling
of instrumental systematic effects, in the context of new generation CMB polar-
isation experiments - POLARBEAR/Simons Array and the Simons Observatory.
To prepare for future experiments, I propose an extension of component separa-
tion forecasting framework to take into account instrumental systematic effects.
I demonstrate its capabilities as a key tool for forecasting the performance of fu-
ture experiments, and inform calibration strategies to achieve the required per-
formance.

Keywords Cosmology; Cosmic Microwave Background; Instrument model; Com-
ponent separation.
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Résumé

La cosmologie a connu un essor considérable au cours des vingt dernières an-
nées, et a désormais acquis le statut de science de précision. Les mesures pré-
cises des anisotropies de température du fond diffus cosmologique (Cosmic Mi-
crowave Background - CMB) ont ouvert une fenêtre sans précédent sur l’Univers
primordial, tandis que les mesures des anisotropies de polarisation du CMB ont
confirmé notre compréhension de la physique de l’Univers primordial. Ces dif-
férents résultats ont notamment permis de vérifier la cohérence et de tester la
validité des modèles actuels. La prochaine étape dans l’observation du CMB est
la cartographie précise des anisotropies de polarisation, et en particulier la détec-
tion d’une signature spécifique dans ce même signal, les modes B primordiaux.
Ces observations nous permettront de pousser toujours plus loin notre connais-
sance de l’Univers et de ses secrets les mieux gardés, en particulier l’énergie noire,
la matière noire et l’inflation.

Cette détection est cependant particulièrement difficile, car le signal recherché
est très faible, et écranté par plusieurs sources de contamination galactiques et
extra-galactiques : émission polarisée de la poussière, rayonnement synchrotron
ou encore effet de lentillage gravitationnel faible, pour n’en citer que quelques-
unes. La prochaine génération d’expériences d’observation de la polarisation du
CMB doit donc non seulement atteindre une sensibilité instrumentale brute sans
précédent, mais également être capable de distinguer le signal de ces contami-
nations. Cela nécessite des capacités de détection améliorées, de nouvelles tech-
nologies, ainsi que de nouvelles méthodes d’analyse des données.

L’objectif du travail présenté dans cette thèse est d’évaluer, pour certains ef-
fets, si cette complexité accrue des expériences d’observation du CMB conduira
effectivement à de meilleures performances, et à quel coût en ce qui concerne le
contrôle des effets systématiques. Je développe de nouveaux modèles de données
prenant en compte divers paramètres instrumentaux pour assurer une meilleure
modélisation des effets systématiques pour la nouvelle génération d’expériences
de mesure de la polarisation du CMB: POLARBEAR/Simons Array et Simons
Observatory. Pour préparer ces futures expériences, je propose une extension
des méthodes de séparation de composantes afin de prendre en compte les ef-
fets systématiques instrumentaux. Je démontre également les possibilités de ce
nouvel outil pour prévoir les performances des futures expériences, et aider à
l’établissement des stratégies de calibration afin d’atteindre les performances req-
uises.

Mots-clefs Cosmologie; Fond diffus cosmologique; Modélisation instrumen-
tale; Séparation de composantes.
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Note on units

Throughout this manuscript, and unless otherwise specified, we adopt Planck
units and therefore assume that the speed of light in vacuum c, the gravitational
constant G, the Boltzmann constant kB, and the reduced Planck constant ~ are all
equal to 1.
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The 20th century saw the birth of modern physics. During the first decades
of the century, two new theoretical framework emerged, that changed the way
we do physics: quantum mechanics and general relativity. While quantum me-
chanics describes the fundamental constituents of matter and their interactions,
general relativity aims at describing gravity, and forecasting large structures evo-
lution.

Developed by Albert Einstein in the 1910’s, the theory of general relativity
was applied to Universe’s modelling and evolution: this was the birth of modern
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CHAPTER 1. COSMOLOGY

cosmology [90]. Shortly after, in the 1930s, a new model for Universe’s past and
evolution emerged: the Big Bang scenario.

The purpose of this chapter is to review the theoretical tools needed in cos-
mology. In section 1.1, I start from first principles and describe the framework of
general relativity, before I take you through the timeline of the Universe in sec-
tion 1.2, from the Big Bang to present time. Last but not least, I review in section
1.3 the theoretical basis of inflation theories, and their importance for cosmology.

This theoretical background is broadly based on the following resource books
and lecture notes:

• Principes de la cosmologie, James Rich (adapted to French by Jean-Louis Bas-
devant), Éditions de l’École polytechnique (2011);

• Cosmologie primordiale, Patrick Peter & Jean-Philippe Uzan, Belin (2012);

• Géométrie et gravitation, lecture notes by David Langlois, École polytech-
nique (2012).

1.1 From general relativity to cosmology

1.1.1 The expanding Universe

Friedmann-Lemaître-Robertson-Walker metrics

Following general relativity geometric description of space-time, the Universe
is described by a Riemanian manifold with a space-time metric g written as (with
the signature convention (−,+,+,+)):

g = gµνdx
µdxν . (1.1)

The description of the Universe by general relativity assumes the cosmological
principle: the Universe is homogeneous and isotropic, which is the basis postu-
late of physical cosmology. Homogeneity assures that the Universe is the same
in all locations (same properties and same physics law), and isotropy that it has
the same structure regardless of the observed direction. Thanks to precision mea-
surement of the Cosmic Microwave Background (CMB) in the second half of the
20th century, the cosmological principle has been confirmed within our observ-
able horizon, but there are no ways of confirming it beyond this scale.

The space-time metric compatible with homogeneity and isotropy can be writ-
ten under the generic form of:

g = −dt2 + a2(t)

[
dr2

1− kr2
+ r2(dθ2 + sin2 θdφ2)

]
, (1.2)

where t is the time coordinate and (r, θ, φ) are the three spatial spherical coordi-
nates.

These metrics form a family known as Robertson - Walker metrics. Their pa-
rameters are the curvature k, and the scale factor as a function of time a(t). The
curvature describes the geometry of space : k = 0 for flat space, k = 1 for spheri-
cal space, and k = −1 for hyperbolic space. The scale parameters measures how
the distance between two regions of space evolves.

2



1.1. FROM GENERAL RELATIVITY TO COSMOLOGY

Comoving coordinates

Indeed, as it has been demonstrated by Lemaître and Hubble (see below),
the Universe is expanding, and thus distances between objects vary with time,
as quantified by the scale factor. In these particular conditions, coordinates and
reference frame as used on Earth are not appropriate to describe the Universe at
large scales. A reference frame is defined by one time coordinate, and three space
coordinates. The proper time is defined as the time measured by an observer in
the reference frame where they are at rest. From the metric in Eq. (1.1), the square
of this proper time is written as

dτ 2 = −gµνdxµdxν . (1.3)

In cosmology, such a coordinate system is thus not appropriate. If we consider
in particular a distant object, the photons received from it were emitted before
this object can receive any photons from us. The distance can therefore not be
estimated by measuring the flight time of photons.

We define a new reference frame, called comoving coordinates, where each
object has fixed space coordinates, independent of time, and time coordinates
following Universe’s expansion. A popular image describes comoving coordi-
nates as an expandable grid, where galaxies and objects would be attached to
grid intersections. If the distance between two objects is three tiles, even if the
grid is expanded and the physical distance between the two objects increases, the
comoving distance, i.e. the number of tiles between the two objects, remains the
same.

Redshift

The expansion of the Universe thus cause distant objects to move away from
each other at cosmological scales. Looking for example at distant galaxies, one
can observe their cosmological redshift due to expansion. In classical physics,
the redshift is due to the Doppler-Fizeau effect, which affects the wavelength of a
moving object with respect to the observer. In cosmology, objects are not moving
in the comoving coordinate frame, but the cosmological redshift has a similar
effect on wavelength than the classic one. The cosmological redshift z is defined
as:

1 + z ≡ νe
νr
, (1.4)

with νe (resp. νr) the emission (resp. reception) frequency.
From the FLRW metric of Eq. (1.2), the relation between redshift and the scale

factor can be derived. Let us consider two photons emitted at te and te + δte (for
example by a galaxy), and received at tr and tr + δtr by a comoving observer.
For a light wave, the geodesic equation derived from Eq. (1.2) describes a radial
trajectory:

dτ 2 = 0 = −dt2 +
a(t)2dr2

1− kr2
, (1.5)

therefore, because the comoving path is the same for the two photons,
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CHAPTER 1. COSMOLOGY

∫ re

0

dr√
1− kr2

=

∫ tr

te

dt

a(t)

=

∫ tr+δtr

te+δte

dt

a(t)
. (1.6)

This leads to: ∫ te+δte

te

dt

a(t)
=

∫ tr+δtr

tr

dt

a(t)
. (1.7)

For a very short period of time, the scale factor a can be assumed constant, which
leads to:

δte
ae

=
δtr
ar
. (1.8)

We apply this relation to an electromagnetic wave of frequency νe at emission:

νe
νr

=
ar
ae
. (1.9)

If we consider the time of reception to be the current epoch, where ar = a0, we
finally derive the relation between redshift and the scale factor:

a0

ae
=
ν0

νr
= 1 + z. (1.10)

This relationship is central in cosmology as it allows to probe Universe’s expan-
sion through physical redshift measurements.

Hubble-Lemaître law

In particular, it is by measuring the apparent recessing speed of distant galax-
ies using their cosmological redshift as defined in Eq. (1.10) that the first observa-
tional evidence of the expansion of the Universe was uncovered. Let us consider
two infinitesimally small objects with constant comoving coordinates. The co-
moving distance between these two objects can be written as:

dl =

√
dr2

1− kr2
+ r2(dθ2 + sin2 θdφ2). (1.11)

This distance does not depend on time. However, the physical distance D given
by the metric g depends on time through the scale factor:

D(t) = a(t) dl. (1.12)

The apparent relative speed between the two objects can therefore be defined as:

v =
dD

dt
= ȧ dl. (1.13)

This speed is therefore proportional to the physical distance D:

v =
ȧ

a
D. (1.14)
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1.1. FROM GENERAL RELATIVITY TO COSMOLOGY

This relationship was first postulated and published in French in 1927 by the
Belgian canon Georges Lemaître [160]. However, it is not until 1929 and its in-
dependent discovery by the American astronomer Edwin Hubble that it became
widely known [131]. We introduce here the Hubble parameter:

H ≡ ȧ

a
, (1.15)

The Hubble-Lemaître law then reads as

v = H D. (1.16)

This law states that the recessing speed of a galaxy, v, is proportional to its dis-
tance D through a parameter that depends on the expansion rate, the Hubble
parameter H . As we detail hereafter, this parameter is of central significance in
cosmology to study the local dynamics of our Universe.

1.1.2 Einstein’s equations

Now that we have a metric to describe the geometry of the expanding Uni-
verse (the FLRW metric), the next step is to have an equation to relate this geom-
etry to the matter and energy content of the Universe. This relationship is given
by the Einstein field equation1 [90]:

Gµν ≡ Rµν −
1

2
gµνR =

8πG

c4
Tµν (1.17)

On the left-hand side of Eq. (1.17), Gµν is the Einstein tensor, and contains infor-
mation about the geometry of the Universe:

• Rµν is the Ricci tensor, a contraction of the Riemann curvature tensor2;

• R ≡ gµνRµν is the Ricci scalar, contraction of the Ricci tensor.

The right-hand side of Eq. (1.17) describes the matter and energy content of
the Universe:

• G is the gravitational constant. The 8πG factor assures that Einstein’s equa-
tions are equivalent to Poisson equation in the limit of Newtonian mechan-
ics;

• Tµν is the stress-energy tensor, containing information about energy density
and its flux, and momentum and its flux.

The local conservation of the energy-momentum in a curved space-time re-
quires:

∇µT
µ
ν = 0, (1.18)

1 We drop Planck units in this equation.
2 The Riemann curvature tensor for vector fields u, v and w is defined as R(u, v)w = ∇u∇vw−

∇v∇uw − ∇[u,v]w. It expresses the curvature of a Riemannian manifold. In particular, if u and v
are coordinate vector fields, their Lie bracket [u, v] is zero, and the Riemann curvature measures
the non-conductivity of the covariant derivative.
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CHAPTER 1. COSMOLOGY

where ∇µ denotes a covariant derivative, which generalises the usual derivative
for a curved space-time.

Because we assume the Universe to be homogeneous and isotropic according
to the cosmological principle, pressure p and energy density ρ can depend only on
time. If we assume a perfect fluid at equilibrium, the energy-momentum tensor
can then be written as:

T µν =


−ρ(t) 0 0 0

0 p(t) 0 0
0 0 p(t) 0
0 0 0 p(t)

 (1.19)

Moreover, historically, Einstein introduced the so-called cosmological con-
stant Λ in his general relativity equations to account for a static Universe, which
was the observational paradigm at that time. Since the covariant derivative of the
metric is still zero, the local energy conservation in Eq. (1.18) still stands with this
addition:

Gµν + Λgµν = 8πTµν . (1.20)

As it was later observed in the late 1920s, the Universe is actually expanding,
which makes the cosmological constant apparently pointless. Einstein even de-
clared than this was his "biggest blunder". However, the observation of the ac-
celerated expansion of the Universe in the 1990s renewed the interest in the cos-
mological constant, which is now interpreted as the manifestation of dark en-
ergy. Physical interpretations of the cosmological constant are discussed in sec-
tion 1.1.4.

1.1.3 Friedmann-Lemaître equations

We now use Einstein’s equations to combine the geometrical description of
the Universe by the FLRW metric, with its matter and energy content described
by the energy impulsion tensor. We first compute the Ricci tensor associated with
the FLRW metric:

Rµν = a2

(
ä

a
+ 2

ȧ2

a2
+ 2

k

a2

)
gµν , (1.21)

and we can finally deduce the Friedmann - Lemaître equations from Eq. (1.19 -
1.20 - 1.21) [103]:

(
ȧ

a

)2

+
k

a2
=

8πρ

3
, (1.22)

−2
ä

a
−
(
ȧ

a

)2

− k

a2
= 8πp (1.23)

This set of equations is the basic tool for describing the expansion and evolution
of the Universe on cosmological scales.
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1.1. FROM GENERAL RELATIVITY TO COSMOLOGY

Equations of state

In particular, by combining the two Friedman-Lemaître equations, a continu-
ity relation between pressure and energy density is obtained:

ρ̇+ 3
ȧ

a
(ρ+ p) = 0 (1.24)

To solve this equation, we consider a state equation of the generic form of:

p = wρ, (1.25)

where w can take the following values depending on the type of matter:

• w = 1
3

for relativistic particles and radiation;

• w = 0 for non relativistic particles.

By integrating Eq. (1.24) between an arbitrary epoch and the current one (denoted
with the subscript 0), one obtains:

ρ = ρ0

(
a

a0

)−3(1+w)

. (1.26)

Together with Friedmann-Lemaître equations, the evolution of the scale factor
with time is expressed as:

a(t) = a0

(
t

t0

) 2
3(1+w)

. (1.27)

Depending on the type of matter dominating the Universe, and its associated
parameter w, the expansion of the Universe will thus undergo different regimes,
as mentioned hereafter.

What about the cosmological constant?

The treatment of the cosmological constant in Einstein’s equations is subject
to many interpretations. One possible treatment is to move the cosmological con-
stant term on the right-hand side of Eq. (1.20):

Gµν = 8π (Tµν −
Λ

8π
gµν)

≡ 8π (Tmatter
µν + T vacuum

µν ) (1.28)

The cosmological constant would therefore be equivalent to an extra term in the
energy-momentum tensor, associated with a negative pressure, or w = −1. This
term is believed to be responsible for the accelerated expansion of the Universe,
and this interpretation is discussed further in section 3.
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CHAPTER 1. COSMOLOGY

1.1.4 The standard cosmological model

The Friedmann-Lemaître equations provide a good framework for describ-
ing the evolution of the Universe, and from this set of equations one can define
several parameters that describe this evolution. In this section, I first introduce
the parameters that form the so-called standard cosmological model, and then
phenomenological, model-independent parameters, commonly used to describe
the content and evolution of the Universe. I finally explore the content of the
Universe from an observer’s perspective.

The values of the cosmological parameters have been determined with high
precision by CMB measurements, starting with COBE (Cosmic Background Ex-
plorer) in the 1990s, then WMAP (Wilkinson Microwave Anisotropies Probe) in
the 2000s, and ultimately Planck, between 2009 and 2013. Unless otherwise speci-
fied, the values of the parameters quoted in this section are taken from the Planck
2018 data release [215].

The base ΛCDM model

From the perspective of the FLWR model, a set of key parameters has been
introduced, which capture most of the evolution of the Universe. The current
consensus model is called the ΛCDM model, including both the cosmological
constant Λ and cold dark matter (CDM) in its description of the Universe. The
minimal model requires a set of six parameters, that can be deduced from various
observational probes such as CMB, supernovae and galaxy clusters. The model
can also be extended with more parameters, such as the Hubble constant or the
deceleration parameter, to account for more complex processes.

The six canonical parameters are:

• the physical baryon density, Ωbh
2: measures the abundance of baryons that

form ordinary matter (see details hereafter);

• the physical dark matter density, ΩCDMh
2: measures the abundance of cold

dark matter, a form of matter interacting only through gravitation and not
through other interactions, at least as far as we have been able to estimate
(see details hereafter);

• the acoustic scale, θ?: defined as θ? ≡ r?
D

, where r? is the comoving sound
horizon at recombination (see section 2.2), and D the comoving angular di-
ameter distance to the last scattering surface;

• the optical depth to recombination, τ : quantifies the scattering of light beams
between the observer and the last scattering surface;

• the fluctuation amplitude of the power spectrum, As: defines the amplitude
of density fluctuations in the primordial Universe;

• the scalar spectral index, ns: describes the shape of the power spectrum. ns
= 1 corresponds to a flat, scale invariant power spectrum.

Combined with other cosmological probes, the measurements of the CMB
power spectrum by Planck provide the current best measurements of these pa-
rameters, as shown in Table 1.1.
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1.1. FROM GENERAL RELATIVITY TO COSMOLOGY

ΛCDM parameter Planck 2018 best fit value
Ωbh

2 0.02242± 0.00014
ΩCDMh

2 0.11933± 0.00091
100 θ? 1.04101± 0.00029
τ 0.0561± 0.0071

ln (1010As) 3.047± 0.014
ns 0.9665± 0.0038

Table 1.1 – Values of base-ΛCDM parameters [215]

Cosmological observables

In addition to the 6 basis cosmological parameters, it is common to defined
additional parameters to describe the content and evolution of the Universe.

Hubble constant The Hubble parameter H introduced in section 1.1.1 quanti-
fies the expansion rate of the Universe at a given time. Measured today, it is
referred to as H0, the Hubble constant, expressing the current expansion rate of
the Universe:

H0 =
ȧ0

a0

. (1.29)

It is also useful to define the reduced Hubble constant:

h =
H0

100km/s/Mpc
. (1.30)

The value of the Hubble constant is one of the key measurements of the standard
cosmological model. The latest result derived from the CMB measurements by
Planck estimates its value at:

H0 = 67.66± 0.42 km/s/Mpc. (1.31)

However, other measurement methods show a tension between the cosmological
measurement by Planck and the estimation using local objects. This tension has
been growing over the past five years, as it is summarised in Figure 1.1.

The most recent results derived from cepheids3 observed with the Hubble
Space Telescope [228] lead to:

H0 = 73.24± 1.74 km/s/Mpc, (1.32)

the observation of type Ia supernovae [30] (see section 3.2.1) to:

H0 = 68.1± 1.27 km/s/Mpc, (1.33)

and the analysis of time-delays in quasars to [283]:

H0 = 73.3+1.7
−1.8 km/s/Mpc. (1.34)

There is thus an important tension on H0 measurements, and many scenarios
3 Cepheids are variable stars whose relationship between period and luminosity is known,

which allows for distance measurements, as detailed in section 3.2.1.
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CHAPTER 1. COSMOLOGY

Figure 1.1 – History of H0 measurements by two classes of method: values from
astrophysical objects distance measurement in blue (cepheids, SN or quasars),

and CMB-derived values in red. P13 and P15 refer to Planck data, and WMAP to
the WMAP satellite, Planck’s predecessor.

Credit: W. Hu

are considered to relieve it. In particular, the Hubble constant derived from CMB
measurements is deduced from two other quantities: the sound horizon in the
early Universe, and the angular distance diameter to the last scattering surface.
The scenarios proposed to solve the tension between local and cosmological mea-
surements are either early-time scenarios [29, 36, 221], which modify the sound
horizon, or late-time scenarios [77, 78, 199, 276], which modify the dynamic of
Universe expansion and therefore the angular distance diameter. The discrep-
ancy could also arise from astrophysical biases in the determination of distances
for type Ia supernovae [229].

Expected results in the coming years should help distinguish between these
scenarios and solve the Hubble tension. The detection and measurement of the
CMB polarisation B-modes power spectrum will help constraining the cosmol-
ogy of the early Universe, in particular the sound horizon [134]. The increasing
number of gravitational wave events detection will also put tighter constraints
on the Hubble constant [51].

Deceleration parameter Combining the Friedmann-Lemaître equations
Eq. (1.22 - 1.23), one obtains an equation describing the deceleration of the
Universe expansion:

ä

a
=
−4πG

3
(ρ+ 3p) (1.35)
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Expressed at t0 (today), this defines the deceleration parameter q0:

q0 ≡ −
1

H2
0

ä0

a0

(1.36)

In the 1990’s, two competing teams - one led by Saul Perlmutter and the other
one by Adam Riess and Brian Schmidt - were trying to measure this deceleration
parameter using type Ia supernovae observations, convinced that Universe’s ex-
pansion was actually decelerating. This outcome was then considered as the only
possible one, given the energy content of the Universe. However, the two teams
measured negative deceleration parameters [227, 205]... which means that the
expansion of the Universe is actually accelerating!

As for H0 measurements, there is a tension between values of the deceleration
parameter derived from local measurements and the ones derived from CMB ob-
servations. While Planck measures q0 ∼ −0.55 [215], results from type Ia super-
novae leads to q0 = −1.08±0.29 [46], which represents a 4.5σ discrepancy. Future
H0 measurements with new methods like gravitational waves should help allevi-
ate this tension.

Densities The Universe is composed of several species contributing significantly
to the energy and pressure density, and each of them contributes to the dynamics
of the Universe, following Friedmann-Lemaître equations as described in section
1.1.3. To be able to compare the relative importance of the species, a critical en-
ergy density is introduced, which corresponds to the density of the flat Universe:

ρcrit ≡
3H2

0

8π
, (1.37)

and the ratio of energy density for a given species relative to this critical energy
density, at the current epoch is defined as:

Ωi ≡
ρi0
ρcrit

(1.38)

This parameter is called the density parameter for a given species. Measurements
of densities parameters for various species are detailed hereafter.

We rewrite the first Friedmann-Lemaître equation Eq. (1.22) to highlight the
contributions of the various species to the Universe’s dynamic:(

ȧ

a

)2

= H2
0

∑
i

Ωi

(
a

a0

)−3(1+wi)

− Ωk

(
a

a0

)−2

, (1.39)

where a density term associated to the space curvature k has been introduced:

Ωk ≡
k

a2
0H

2
0

(1.40)

Except Ωk, other densities refer to physical species, and the total density parame-
ter is defined as:

Ωtot =
∑
i

Ωi = 1− Ωk. (1.41)
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Cosmic inventory

In addition to baryons and dark matter, whose density parameters are in-
cluded in the standard cosmological model ΛCDM, several other species have
significant densities, and their relative abundance defines the dynamic and evo-
lution of the Universe, following equation Eq. (1.39).

Baryonic matter Baryons compose the matter for all astrophysical objects: stars,
galaxies, clusters, interstellar and inter-cluster medium, etc. Baryons interact
both through gravitation and electromagnetic forces, and the baryon density has
been estimated at:

Ωbh
2 = 0.02237± 0.00015, (1.42)

or

Ωb = 0.04886, (1.43)

which means that ordinary matter represents only a mere 5% of our Universe’s
content!

Dark matter In the 1930’s, observations of the Coma cluster [288] had shown
that this cluster seemed to contain more mass than what was visible. In the 1970’s,
further and more precise observations of galaxies and measurements of their ro-
tation curves showed a discrepancy between observed curves and predicted ones
[195, 233]. The existence of dark matter was proposed in the 1970’s to explain this
observation, when cosmologists concluded that a significant part of the galaxy
mass does not emit light of any sort, but still interacts gravitationally. Many cold
dark matter models have been developed over the years, the most popular ones
can be divided in the following categories;

• WIMPs: standing for Weakly Interacting Massive Particles, WIMPs are a
family of particles predicted by extension of the standard model of parti-
cle physics in the context of supersymetry. Various supersymetry models
predict additional particles that would be candidates for dark matter;

• axions: proposed in 1988 to avoid CP violation in strong interactions [52,
174] and predicted by many string theory models, axions are light, cold hy-
pothetical particles that could have been produced in the primordial Uni-
verse. They would still be present in galactic halos, and therefore explain
the extra mass;

• primordial black holes: proposed in 1966 by Zel’dovich and Novikov [285],
primordial black holes would originate from over-dense regions in the pri-
mordial Universe, allowing gravitational collapse with low masses com-
pared to stellar black holes. With masses as low as 10−5 g - according to
Hawking [121] - they are close to impossible to detect, and could account
for the missing mass in galactic halos;
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• baryonic dark matter: according to some theories, extra mass in galaxies
could partially be explained by ordinary matter "hidden" in structures dif-
ficult to detect. Popular models include massive compact halo objects (or
machos) that could be brown dwarf, white dwarf, neutron stars or black
holes [49], or small clouds of primordial helium and molecular hydrogen
[200, 67].

Despite this variety of dark matter models, the exact nature of dark matter
remains unknown. However, the associated density can be computed from CMB
observations:

ΩCDMh
2 = 0.11933± 0.00091 (1.44)

or
ΩCDM = 0.2607 (1.45)

Dark energy As mentioned earlier in this chapter, the measurement of the de-
celeration parameter surprisingly led to the discovery of the accelerated expan-
sion of the Universe - the deceleration parameter being in fact an acceleration
parameter! Moreover, CMB observations allow to estimate the density parameter
associated with this mysterious dark energy:

ΩΛ = 0.6889± 0.0056 (1.46)

There are several possible interpretations of the nature of dark energy. One of
them is to interpret it as the cosmological constant in Einstein’s equations. This
interpretation is however somehow disfavoured by cosmological observations
showing that to account for various energy density associated with dark energy,
the equivalent cosmological constant should have changed throughout the his-
tory of the Universe - quite inconvenient for a constant...

Another possible explanation is to associate dark energy with the vacuum
energy of particle physics. However, in this framework, vacuum energy has an
estimated density of [183]

ρparticle
vacuum = 1074 GeV4, (1.47)

whereas the value deduced from cosmological observations is [11]

ρcosmology
vacuum = 10−47 GeV4. (1.48)

To solve this huge discrepancy and/or the ad hoc addition of the cosmological
constant in Einstein’s equations, other models have been proposed, which allow
the cosmological constant to be zero. They introduce new fields to explain the
accelerated expansion of the Universe, and can be for example categorised in two
types [236]. If these fields are not coupled or weakly coupled to matter (ordi-
nary and dark) and photons, the framework of general relativity does not need
to be modified. However, in the case of strongly coupled fields, general relativity
equations have to be modified to account for this new physics.
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Neutrinos Neutrinos are charge-free particles from the standard model, inter-
acting only through weak force and gravitation. They exist in three flavours -
electron, muon and tau - each of them associated with the corresponding lepton
in the standard model of particle physics.

They are emitted in various nuclear and astrophysical processes, such as β-
decay, nuclear fusion in stellar cores, supernovae explosion or in neutron stars. In
1998, the Super-Kamiokande collaboration measured for the first time the oscilla-
tion of atmospheric neutrinos between their three flavours, therefore establishing
that neutrinos have a very small mass [104]. However, the absolute mass of each
neutrino, as well as the mass hierarchy, is still unknown, and as yet to be deter-
mined. The determination of the sum of neutrino masses and the mass hierarchy
can be achieved either by direct measurements in particle physics, or by indirect
observations in cosmology, as detailed in section 2.6.2.

The current upper limit on neutrino masses is (with a 95 % confidence level):∑
mν < 0.12 eV. (1.49)

Photons The photons of the CMB are the most abundant species in the Uni-
verse. Their emission is a black body at T = 2.7255± 0.00057 K.

Because their temperature is very low, at the current epoch, radiation is com-
pletely sub-dominant in terms of radiation density compared to other species in
the Universe. Thanks to precise measurements of the CMB temperature, their
density can be estimated with a very high precision:

Ωγh
2 = 5.06× 10−5. (1.50)

The relative abundances of all these components have varied drastically over
cosmic times. These variations are the subject of the next section, which takes you
through 13.8 billion years of history of the Universe.

1.2 Thermal history of the Universe

Following the observation that the Universe is expanding, and going back in
time, Lemaître and Hubble both concluded that our Universe was born from an
initial singularity, extremely hot and dense. Indeed, if we assume that before
recombination, photons are at thermal equilibrium and their emission follows
Planck’s law, a temperature for the Universe can be defined:

T (t) =
1

a(t)
T0, (1.51)

with T0 the current temperature. Since the initial singularity, the Universe has
thus been cooling down during its expansion, going through various phases,
dominated by different species.

14



1.2. THERMAL HISTORY OF THE UNIVERSE

1.2.1 Thermodynamics

Before going into more details of Universe’s thermal history, we need to in-
troduce a basic set of equations to describe the thermodynamics of an expanding
Universe, both at equilibrium and beyond equilibrium.

When particles are at thermal equilibrium, they follow a Fermi-Dirac (+ at
denominator) or Bose-Einstein (− at denominator) distribution:

f(p, T ) =
g

8π3

1

e(E(p)−µ)/T ± 1
(1.52)

where g is the degeneracy factor that quantifies the number of degrees of freedom,
µ is the chemical potential, and E = p2 +m2 is the energy.

Decoupling criteria

The key criteria that triggers decoupling from this equilibrium state is the
comparison between Γ, the interaction rate, and H , the Hubble parameter mea-
suring the expansion rate. If Γ � H , nuclear reactions occur more rapidly than
the expansion of the Universe, which allows to maintain thermodynamic equi-
librium. However, as Γ decreases with temperature, it becomes comparable to H
as the Universe cools. The thermal equilibrium can not be maintained anymore,
and species start to decouple.

A decoupled species is called a relic, and can usually be classified in one of
the two categories:

• hot relic: if the decoupling occurs when the particle is relativistic, i.e. T �
m;

• cold relic: if the decoupling occurs when the particle is not relativistic, i.e.
T � m.

A good order of magnitude for the Hubble parameter in the early Universe
is H ∼ T 2, and Γ ∼ T n+3 for the interaction rate, with n depending on the inter-
action. When Γ ∼ H , the interaction freezes, and the species decouple from the
thermal bath. Depending on their properties, different species have different in-
teraction rates, while the expansion the rate is the same for all species. This causes
species to decouple from radiation at different times, as described hereafter.

Boltzmann equation

When leaving the thermal equilibrium, the distribution function f at equilib-
rium of Eq. (1.52) is not appropriate to fully describe the freezing and decoupling
phenomena. The Boltzmann equation describes the evolution of the distribution
function outside of equilibrium:

L[f ] = C[f ], (1.53)
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where C describes all possible collisions, and L is the Liouville operator. In the
homogeneous and isotropic Universe, f depends only on energy E and time t,
and the Liouville operator can be written as:

L[f ] = E
∂f

∂t
− Hp2 ∂f

∂E
. (1.54)

In a homogeneous, isotropic, expanding universe described by the FLRW met-
ric, the Liouville operator for the comoving particle density n simplifies to:

L[n] =
dn

dt
+ 3Hn, (1.55)

where n is expressed as (following the distribution function in Eq. (1.52)):

n(t) =

∫
f(p, t)d3p =

g

2π2

∫ ∞
m

√
E2 −m2E

e(E−µ)/T ± 1
dE. (1.56)

To express the collision term C[n], let us consider a simple interaction

i+ j ↔ k + l. (1.57)

There are two possible sources of variation for ni from the collision operator:

• creation with Ci = Ckl→ij , with a rate of 〈σv〉ninj , where 〈σv〉 is the ther-
mally averaged cross-section;

• annihilation with Ci = Cij→kl, with a rate of −〈σv〉
(
ninj
nknl

)
eq
nknl, so that

Ckl→ij + Cij→kl = 0 at equilibrium.

We equalise these interactions rates with the Liouville operator expressed as
in Eq. (1.55), and obtain the the Boltzmann equation in cosmological conditions:

ṅi + 3Hni = −〈σv〉

[
ninj −

(
ninj
nknl

)
eq

nknl

]
, (1.58)

The equation Eq. (1.58) is the master equation describing the evolution of out-of-
equilibrium species in the early Universe.

Now that we have all the tools to describe Universe’s evolution, let’s wander
through its history!

1.2.2 Big Bang & its aftermath

Initial singularity

Originally named "primordial atom" by Lemaître, the initial singularity was
nicknamed "Big Bang" by the English astronomer Fred Hoyle in 1949, who was
himself in favour of a steady-state Universe. Intended as a popular image - or
maybe even as a pejorative one - the name of Big Bang gained acceptance over
the years and is now fully part of the vocabulary used to describe the standard
cosmological model. It refers to a moment back in time when, according to the
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FLRW metric describing the Universe, the distances between objects were in-
finitely small. This initial singularity was placed 13.8 billion years before the
present epoch, based on observations of the CMB.

During the 10−43s following the Big Bang, the so-called Planck time, laws of
physics as we know them did not apply. The Universe, extremely dense, was
then governed by the laws of quantum gravity.

The very early Universe

Before the Universe is 10−12s old, the three forces of the standard model of
particle physics (strong, weak and electromagnetic forces) rapidly decouple. The
Universe is then composed of a quark and gluon plasma, described by the equa-
tions of quantum chromodynamics (QCD). During this epoch, called the quark
epoch, particles have an energy within 100 MeV range. This scale of energy is
accessible in particle accelerators down on Earth, and investigated at CERN (see
section 3.4).

Between 10−6s and 1s after the Big Bang, quarks bound into hadrons. The
excess of matter with respect to antimatter appears at this epoch, called baryoge-
nesis. The conditions necessary for this asymmetry to occur were postulated by
the Soviet physicist Andrei Sakharov in 1967 [238]:

• matter and antimatter have different laws - this implies the C-violation and
CP-violation;

• violation of the baryon number conservation in interactions - allowing to
produce more baryons than anti-baryons;

• the thermal equilibrium in the early Universe is broken.

Neutrino decoupling

Neutrinos are coupled to matter and photons through weak interaction. Fol-
lowing the dynamics described in section 1.2.1, when the interaction rate becomes
smaller than the expansion rate of the Universe, this interaction becomes ineffec-
tive and neutrinos decouple. It is estimated that this interaction occurs only 1s
after the Big Bang, at an energy of 1 MeV. The decoupling of neutrinos forms
a Cosmic Neutrino Background (CNB), yet to be detected. However, indirect
evidence for this neutrino background is provided by phase shift in acoustic os-
cillations detected in the CMB [102].

Energy injection

Several processes can lead to energy release in the early Universe, slightly af-
fecting the thermal distribution of photons [53], which otherwise follows Planck’s
law. In particular, the annihilation of pions reheats photons, that therefore de-
couple later than neutrinos because they have gained energy. Other processes
include but are not limited to annihilating dark matter, dissipation of acoustic
waves or decaying relic particles. They can be probed using spectral distortions
in the CMB - as detailed in section 2.7.2.
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1.2.3 Primordial nucleosynthesis

Primordial nucleosynthesis is the early Universe phase when light elements
form, mainly deuterium and helium-4, smaller quantities of helium-3 and tritium,
as well as traces of beryllium and lithium. It takes place between t ∼ 1 s and
t ∼ 1000 s. The term primordial is in opposition with stellar nucleosynthesis, which
takes place in stellar cores and is responsible for the synthesis of heavy elements
- up to iron.

Neutron-proton interaction freezing

Primordial nucleosynthesis starts shortly after neutrino decoupling, at a tem-
perature of 0.7 MeV that does not allow to maintain nuclear thermodynamic equi-
librium. The first interaction to freeze is the neutron-proton one:

n+ e←→ p+ ν̄e. (1.59)

Because protons are slightly lighter than neutrons, the neutron/proton ratio de-
creases, and then leads to the presence of free protons as final products of the
interaction, while neutrons will end up mostly confined in Helium-4.

Chain reaction

The synthesis of deuterium is the first key step to spark a chain reaction that
can lead to the production of other light elements. Because deuterium is easily
photo-dissociated, this chain reaction can start only when the Universe is cool
enough so that deuterium is stable over a sufficiently long period of time and
therefore has time to react with other baryons:

p+ n→ 2H + γ

p+ 2H→ 3He + γ
2H + 2H→ 3He + n
2H + 2H→ 3H + p

3He + 2H→ 4He + p
3H + 2H→ 4He + n (1.60)

The key parameter controlling the abundances of elements is the
baryon/photon ratio. It controls how much deuterium and helium-4 can be
formed, and therefore primordial abundances of all elements depend on this pa-
rameter. Figure 1.2 shows evolution of abundances versus time and temperature
of the Universe from [43], and Figure 1.3 shows the final values of light element
abundances as predicted by solving Boltzmann equation Eq. (1.58), as a function
of the baryon/photon ratio. These predictions can be confronted with baryon
density measured by CMB space probes. They show very good agreement with
abundances measured by WMAP [59], and then confirmed by Planck [215].
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Figure 1.2 – Abundances of light elements during primordial nucleosynthesis
Credit: S. Burles et al. [43]

Figure 1.3 – Abundances of light elements after primordial nucleosynthesis
confronted to WMAP observations

Credit: NASA/WMAP Science Team

19



CHAPTER 1. COSMOLOGY

1.2.4 Cosmic Microwave Background

Recombination

After the primordial nucleosynthesis, the expansion and cooling down of the
Universe goes on. About 60 000 years after the Big Bang, the matter energy
density starts to dominate the radiation one: the regime of expansion therefore
changes, and the expansion rate increases. As long as the temperature is high
enough (above 3eV ∼ 3600K), the Universe is largely ionised since the reaction

e− + p←→ H + γ (1.61)

is at equilibrium.
When the temperature reaches T ∼ 3600K, the interaction described by Eq. (1.61)

results in an excess of hydrogen atoms, as photons do not have enough energy to
maintain the equilibrium. This is the recombination, and the Universe becomes
neutral, as more atoms form: this is one of the major phase transitions in the
history of the Universe.

Photon decoupling

As long as free electrons are present in the early Universe, they are coupled to
photons through Compton scattering:

e− + γ ⇐⇒ e− + γ. (1.62)

Like all other interactions previously mentioned, this interaction ultimately be-
comes inefficient, and photons decouple from the primordial plasma, following
Boltzmann equation Eq. (1.58). This photon decoupling occurs 380 000 years after
the Big Bang (at z = 1100), and from then, the Universe becomes transparent to
light. The last interaction between photons and electrons is referred to as the last
scattering surface, and the photons emitted at decoupling form the CMB. They
are emitted with a temperature T ∼ 3000K, and, following Eq. (1.51) describing
the dilution of photons energy density as the Universe is expanding, they can be
detected today [215] with a temperature T = 2.7255± 0.00057 K.

The spectrum of CMB photons has been measured by the instrument FIRAS
(Far Infrared Absolute Spectrophotometer) on the COBE spacecraft, showing an
almost perfect black body spectrum [175], as shown in Figure 1.4. The physics of
CMB is reviewed in detail in Chapter 2.

.

1.2.5 Structure formation and evolution

After the recombination, the Universe remains matter dominated. Its energy
content is estimated to be 84.5 % of dark matter and 15.5 % of ordinary matter.
In the standard model, the energy density associated with dark energy is negligi-
ble at such early times. However, some models predict dark energy in the early
Universe that could explain the discrepancy between Hubble constants measure-
ments [79, 16].
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Figure 1.4 – CMB spectrum measured by FIRAS

Dark ages

Before the first stars start to form, there is almost no source of light in the Uni-
verse, apart from CMB photons cooling with the expansion, and the ones emitted
by diffuse hydrogen clouds. Because of this absence of observable astrophysical
objects, very little is known about this epoch, spanning from 380 000 to about 1
billion years after the Big Bang.

However, during these dark ages, dark matter slowly forms halos and fila-
ments, gravitationally attracting ordinary matter. These matter aggregates are
the host of the first stars and galaxies.

First stars and galaxies

The gravitational collapse of matter forms denser regions, ultimately collaps-
ing into the first stars. It is estimated that the first stars have started to form only
150 million years after the Big Bang. The oldest galaxy ever detected, GN-z11,
has been observed for the first time in 2016 [193], and has a redshift z = 11.09,
corresponding to only 400 million years after the Big Bang!

Reionisation

Another major phase transition in the Universe occurs between 150 million
and 1 billion years after the Big Bang (6 < z < 20). It consists in the ionisation of
neutral hydrogen in the interstellar medium through the injection of vast quantity
of energy by newly formed objects. The possible sources of reionisation are first
stars, dwarf galaxies and Active Galactic Nuclei (AGN).

According to the latest Planck results [215], the redshift at which reionisation
occurs (if it were an instantaneous event) is z = 7.68± 0.79. This estimation is in
good agreement with distant quasars observation [26], estimating the reionisation
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Figure 1.5 – Map of the cosmic web
Credit: The 2dF Galaxy Redshift Survey

redshift at z ∼ 6.
However, the share of the various possible sources in the process of reionisa-

tion, as well as the redshift when most of it occurs are still active areas of research
in cosmology, since very little is known about this period. In particular, observa-
tions using the 21 cm line of neutral hydrogen are a particularly promising probe
to explore this epoch (see section 3.1.3).

Large scale structures

The Universe observed today in our cosmic neighbourhood (a few billion
years) consist of galaxy clusters and superclusters, filaments of matter and dark
matter - a complex set of structures, sometimes referred to as the cosmic web,
pictured in Figure 1.5 by the 2dF Galaxy Redshift Survey4. Several probes can be
used to map large scale structures, and I give a review of the common ones in
section 3.1.

1.2.6 To infinity and beyond!

The observation that the expansion rate of the Universe is increasing prompted
the (re)introduction of the cosmological constant in Einstein’s equations. This
constant acts like a fluid with a negative pressure, the so-called dark energy,
which dominates today’s Universe. The moment in cosmic history when the Uni-
verse transitions from a matter dominated era to a dark energy dominated one is
estimated at 9 billion years after the Big Bang, i.e. 4.8 billion years ago.

4 The2dFGalaxyRedshiftSurvey
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What about the future? Given the current available data, the ΛCMB model
is still our best framework to describe the evolution of the Universe, given how
good it performs on past and current epoch. According to this model, it is there-
fore likely that the Universe will continue its accelerated expansion for the bil-
lions years to come, until space and matter are so diluted that the temperature of
the Universe reaches the absolute zero...

The Big Bang scenario and thermal history of the Universe is a relatively simple
theoretical framework, and has shown very good agreement with observations.
However appealing that model may be, it is nevertheless not exempt of several
flaws and unknowns. Some of the most important ones are the unknown nature
of dark energy and dark matter. Many missions and experiments are on-going
to tackle these issues. In particular, the European Space Agency (ESA) Euclid
mission5 and the Vera Rubin Observatory6 (formerly LSST) aim at unravelling
some of the mysteries of the dark Universe - dark energy and dark matter - by
mapping galaxies and their shapes until redshift z ∼ 2, which corresponds to
looking 10 billion years back in time. A more complete review of large scale
structures observation can be found in section 3.1.

1.3 Inflation

Moreover, the Big Bang scenario leaves many other unanswered questions, in
particular about the primordial Universe. In this section, I review the common
problems in the standard cosmological model, and present the most comprehen-
sive theory proposed so far to solve them: the theory of inflation, which postu-
lates a very short phase of extremely rapid expansion, fractions of second after
the Big Bang.

In addition to resources already cited in introduction to this chapter, I used for
this section the following references:

• TASI Lectures on Inflation, Daniel Baumann (2009);

• Inflation, quantum fluctuations and cosmological perturbations, lecture notes by
David Langlois, Institut d’Astrophysique de Paris (2008) (for section 1.3.3).

1.3.1 Problems in the standard model...

Homogeneity and the horizon problem

Measurements of the CMB temperature indicate that the observable Universe
is exceptionally isotropic: its temperature is the same in every observing direc-
tion7. This property can naturally be explained by the homogeneity of the pri-
mordial Universe: if the Universe is homogeneous at its very start, then all re-
gions will behave the same as it evolves and expands. However, assuming the
homogeneity of the Universe at very large scales does not stand a more careful
look.

5 https://www.euclid-ec.org/
6 https://www.lsst.org/
7 This is true up to |∆T |

T . 10−5 as detailed in section 2.3.1 on CMB temperature anisotropies
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Figure 1.6 – Causality and particle horizon
Credit: D. Baumann [25]

Comoving particle horizon The comoving particle horizon dH is defined by
how far a particle can travel between its emission at t = 0 and a given moment
in time t, taking into account the expansion of the Universe. It defines its light
cone, represented in Figure 1.6, or the fraction of the Universe that is causally
connected to a particle at a given time. It can be expressed as:

dH ≡
∫ t

0

dt′

a(t′)
=

∫ a(t)

0

da

Ha2
. (1.63)

The comoving particle horizon depends on the content of the Universe, through
the equation of state and its parameters w:

dH ∝ a
1+3w

2 (1.64)

which is of the same order of magnitude as the Hubble radius

(aH)−1 ∝ H−1
0 a

1+3w
2 . (1.65)

(In)homogeneity Considering a matter dominated Universe (w = 0), one can
show that the particle horizon when the CMB is emitted is much smaller than
the scales where the CMB is homogeneous. It means that regions of the sky that
never were in causal contact before - according to the classic Big Bang scenario -
have the same properties, without any physically observable reason. A scenario
to explain the homogeneity of the Universe on very large scales in the CMB is
therefore needed.
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Moreover, as we detail in Chapter 2, the CMB exhibits small inhomegeneities
- seeds for future galaxies - that have very low amplitudes. We would therefore
need a mechanism that would explain why the Universe is homogeneous at scales
larger than the particle horizon... but at the same time how inhomogeneities were
seeded in this very smooth Universe. Not so easy...

Flatness

The homogeneity problem is moreover not the only unanswered question in
the Big Bang scenario. The curvature parameter is defined by Eq. (1.40), and
Current measurements indicate that Ωtot(a(t)) ∼ 1 [215], corresponding to an
almost perfect flatness, i.e. k = 0. Since Ωk(t) can only grow with time because it
evolves as the Hubble radius (aH)−1, the flatness of the Universe requires a fine
tuning of Ωtot in the early Universe. More precisely, at Planck time (10−43 s after
the Big Bang), the deviation from perfect flatness has to be smaller than 10−61 to
explain the curvature parameter that we measure today!

Although there is no theoretical or physical obstacle to this value, such a fine
tuning seems unlikely. It would therefore be convenient to have a mechanism ex-
plaining the flatness observed today, without relying on the fine tuning of initial
conditions.

Magnetic monopoles

Lastly, according to Maxwell’s equations and classical physics, magnetic monopoles
do not exists - and have never been detected. However, Grand Unified Theories
(unifying electroweak and strong interactions) predict the existence of magnetic
monopoles, that would therefore have existed in the early Universe, before inter-
actions separate. Relics of these monopoles should be observable in the Universe,
which is not the case.

Confronted to these accumulating arguments discrediting the Big Bang sce-
nario in the 1970s, theorists - in particular Alexei Starobinsky, Alan Guth and
Andrei Linde - proposed a theoretical framework to address them: inflation.

1.3.2 ... and solution?

Inflation is defined as an accelerated phase of expansion in the early Universe,
before Planck time. The theory was initially proposed to solve for horizon, flat-
ness and monopole problems, and it appeared only later than it also address the
question of fluctuations in the early Universe.

Characteristics of inflation

Let us revisit the two8 main problems we mentioned in the Big Bang scenario
- horizon and flatness problems - in the light of inflation theories.

8 We leave the magnetic monopole problem on the side, as it is more a high energy and particle
physics problem, and it would be beyond the scope of this thesis to treat it properly.
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Figure 1.7 – Evolution of the Hubble radius with time
Credit: D. Baumann [25]

Horizon The initial goal of inflation theories was to solve the horizon problem.
As described in the previous section, horizon problem arises from the fact that the
CMB is homogeneous at scales larger than the Hubble radius at recombination.
Since the Hubble radius is always increasing in standard cosmology, they could
never have been in causal contact before. The simple idea of inflation postulates
that the Hubble radius went through a decreasing phase in the early Universe as
shown in Figure 1.7, and that it was much larger at some time before recombina-
tion, explaining the large scale homogeneity.

Flatness Going back to the definition of the curvature parameter:

Ωk =
k

(aH)2
= 1− Ωtot, (1.66)

it is clear that a decreasing Hubble radius will drive flatness closer to zero. In this
case, there is no need for fine tuning of initial conditions, since even a Universe
far from flatness before inflation would have been driven to it during the process.

The accelerated expansion during inflation can be seen as a consequence of the
decreasing Hubble radius. Indeed, we can express the derivative of the Hubble
radius (expansion rate) as:

d

dt
(aH)−1 = − ä

(aH)2
. (1.67)

A decreasing Hubble radius leads to ä > 0, corresponding to an accelerated ex-
pansion, hence the name of inflation. Note that, according to the definition of the
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deceleration parameter in Eq. (1.35), an accelerated expansion means p + 3ρ < 0,
i.e. w < 0, as for dark energy.

Physics of inflation

The idea of the decreasing Hubble radius and accelerated expansion is se-
ductive, but it has to be backed-up by a theoretical framework. The physics of
inflation can be well described by a scalar field, called inflaton. Many models
and theories exist, but I focus here on a canonical toy model of slow-roll inflation.
Although simple, this model is sufficient to describe the physics of inflation and
its main results.

Scalar field To describe inflation through the inflaton field, we consider a real
scalar field φ(x, t) associated with a potential V (φ). The energy-momentum ten-
sor of the field can be written as:

Tµν ≡ ∂µφ∂νφ− gµν
(

1

2
∂σφ∂σφ+ V (φ)

)
(1.68)

To satisfy the condition of homogeneity in the Universe, we consider that φ de-
pends only on time t. The energy-momentum tensor is written as in Eq. (1.19),
leading to:

ρφ =
1

2
φ̇2 + V (φ) (1.69)

pφ =
1

2
φ̇2 − V (φ) (1.70)

The term V (φ) is associated with potential energy, and the term 1
2
φ̇2 with kinetic

energy. The condition for an accelerated expansion becomes:

wφ =
pφ
ρφ

< 0. (1.71)

This condition can be satisfied only if the potential energy term dominates the
kinetic one: this is one of the condition for inflation to happen.

The dynamics of this scalar potential can be derived by applying Friedmann
equations Eq. (1.22 - 1.23) to the inflaton field:

φ̈+ 3Hφ̇+ V ′(φ) = 0 (1.72)

H2 =
8π

3

(
1

2
φ̇2 + V (φ)

)
(1.73)

where 3Hφ̇ is called the Hubble friction term. Qualitatively, inflation can there-
fore be described by a scalar field rolling down a potential with a friction term -
hence the name of slow-roll single-field inflation for this family of models
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Slow-roll parameters As we just mentioned, the condition to have an acceler-
ated expansion and fulfil the slow-roll condition, Eq. (1.71), is that the potential
energy of the scalar field dominates its kinetic energy, i.e. we have:

φ̇2

2
� V, φ̈� V ′. (1.74)

In this regime, the inflation equations Eq. (1.72 - 1.73) become

3Hφ̇+ V ′ = 0 (1.75)

H2 ' 8π

3
V. (1.76)

Using these simplified equations, the slow-roll conditions Eq. (1.74) can be ex-
pressed in terms of two so-called slow-roll parameters:

εV ≡
1

16π

(
V ′

V

)2

� 1 (1.77)

ηV ≡
1

8π

V ′′

V
� 1 (1.78)

Number of e-folds To describe inflation theories, it is also convenient to intro-
duce another parameter N that quantifies the number of e-folds before the end of
inflation:

N ≡ ln
aend

a
(1.79)

In the slow-roll approximation, N can be expressed as:

N(φ) '
∫ φend

φ

8π
V

V ′
dφ, (1.80)

and therefore depends of the model of inflation and its associated potential V . It
is important to note that to solve the horizon problem, we need at least N & 60.

In the slow-roll framework, the two slow-roll parameters and the number of
e-folds are thus good benchmarks to evaluate proposed theories of inflation, and
ensure that they meet the required criteria for an accelerated expansion and flat-
ness problem.

Reheating

During inflation, all the energy density is contained in the inflaton field, with
its equation of state governed by wφ < 0. After inflation ends, the temperature
rises as the Universe enters the radiation dominated era with w = 1

3
, and the Big

Bang scenario described in the previous section starts. The transition between
these two phases is called reheating, but little is known about it. It likely involves
the coupling of the inflaton field with fields from the standard model of particle
physics, explaining the creation of elementary particles.
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1.3.3 Fluctuations

The inflationary process was originally proposed to address the horizon and
flatness problems. However, its mechanism also explains very well the initial
conditions of the Big Bang scenario: a very smooth Universe, with small inhome-
geneities.

The inflaton quantum field φ controls the energy density of the early Universe
ρφ, and the end of inflation. Such a field has some quantum variance δφ(x, t),
and because of these fluctuations, different parts of the Universe exit inflation-
ary phase at different times. As the inflaton field is thought to be coupled with
standard model fields at reheating, the quantum variance of the inflaton field will
ultimately result in different densities for different regions of the Universe.

These early density inhomogeneities seeded by inflation are unstable because
of gravitational attraction: from these infinitesimal quantum fluctuations will
arise large scale structures observed today. For most of the history of the Uni-
verse, large scale perturbations can be treated in the linear regime. It is only in
our recent past that this approximation stops to be valid, when inhomogeneities
grow into large scale structure. We will therefore limit ourselves to the linear
regime in the following description.

Brief overview of cosmological perturbations theory

I first describe the classical dynamics of perturbations in the Universe, first
through perturbed metric and matter, and then adding quantum fluctuations of
scalar fields. Combining these two kinds of perturbations in the linear regime
leads to a simple yet sufficient model to describe the birth and growth of inho-
mogeneities.

In this section, instead of the usual cosmic time t, we use the conformal time:

η ≡
∫

dt

a(t)
, (1.81)

and its inverseH, the Hubble radius.

Perturbing metric & matter Starting from a flat FLRW metric, a linear pertur-
bation is written as:

g = a2
{
−(1 + 2A)dη2 + 2Bidx

idη + (δij + hij)dx
idxj

}
, (1.82)

where A is a scalar field, Bi is a vector field and hij is a symmetric tensor field
perturbing the metric δij . Perturbations are usually split into three categories:
scalar, tensor and vector modes, coming from the decomposition of the scalar,
vector and tensor fields:

• Bi can be decomposed into longitudinal and transverse parts : Bi = ∇iB +
B̄i with ∇iB̄

i = 0. There are therefore one scalar mode B and two vector
modes B̄i;

• hij can be decomposed as hij = 2Cgij + 2∇i∇jE +∇iEj +∇jEi + Ēij . There
are therefore two scalar modes C and E, two vector modes Ei, and two
tensor modes Ēij .
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Given a scalar field φ(x, t), for example the inflaton field, its energy-momentum
tensor perturbations can be described using the same decomposition into scalar,
vector and tensor modes as for metric perturbations. To properly describe pertur-
bations, combinations of modes coming from the field itself and from the metric
have to be considered together. Note that scalar and tensor modes are the most
important for cosmology. Scalar modes describe density perturbations, while ten-
sor modes describe gravitational waves. I will not consider the case of vector
modes here, since they are not relevant in the cosmological context9.

Quantum fluctuations The action for a massless scalar field φ (typically the in-
flaton field) in a FLRW metric with exponential expansion (as during the inflation
phase) is written as a function of the canonical variable u ≡ aφ, where a is the
scale factor:

S =
1

2

∫
dη d3x

[
u′2 −∇u2 +

a′′

a
u2

]
(1.83)

Quantising the scalar field u using usual quantum field theory procedure, by ex-
panding the associated quantum field û in Fourier space, leads to:

û(η,x) =
1

(2π)
3
2

∫
d3k {âkuk(η)eik.x + â†ku

∗
k(η)e−ik.x} (1.84)

where â (resp. â†) is the annihilation (resp. creation) operator, k = |k2| is the scale
of the perturbation and uk(η) has to satisfy the equation of motion in Fourier
space. This choice of uk(η) is equivalent to the choice of the vacuum state |0〉, and
of the creation and annihilation modes.

Once a vacuum state |0〉 is chosen, one can write the power spectrum with the
Legendre transform of the correlation function of the field:

〈0|φ̂(x1)φ̂(x2)|0〉 =

∫
d3keik.(x1−x2)Pφ(k)

4πk3
(1.85)

For the field u, this leads to:

Pφ(k) =
k3

2π2

|u2
k|
a2

. (1.86)

This description gives us a general theoretical framework to describe pertur-
bations in the primordial Universe, in the specific case of the inflaton field as
detailed hereafter.

Perturbations in the primordial Universe

In the previous section, frameworks to describe separately metric perturba-
tions, matter perturbations and quantum fluctuations of a scalar field have been
introduced separately. We now need to consider all these contributions together

9 Although vector perturbations can be produced in the early Universe, they are thought to
have decayed by the time of recombination when the CMB is emitted, and are therefore not rele-
vant in the context of this thesis.
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to have a realistic description of the generation of inhomogeneities in the early
Universe.

Considering metric perturbations up to second order, the perturbed action is
expressed as:

S[φ̄+ δφ, ḡµν + hµν ] = S(0)[φ̄, ḡµν ] + S(1)[δφ, hµν ; φ̄, ḡµν ] + S(2)[δφ, hµν ; φ̄, ḡµν ] (1.87)

The first order term S(1) vanishes when using Friedmann-Lemaître equations of
motion, so we focus on the second order term S(2) to quantise perturbations, as
done for perturbations of a scalar field in the previous section. We emphasised
earlier than the modes of interest for cosmology are scalar and tensor perturba-
tions. Moreover, as we are in the linear regime, we can consider them separately.

Scalar perturbations We focus first on scalar perturbations, i.e. the ones arising
from A, B, C and E modes of metric perturbations, as well as the scalar field per-
turbation δφ. As for quantum fluctuations where we introduced u, it is possible
to introduce a canonical variable

v ≡ a

(
δφ− φ′

H
C

)
, (1.88)

for which the action takes a very simple form, close to the one of Eq. (1.83):

S =
1

2

∫
dη d3x

[
v′2 − ∂iv ∂iv +

z′′

z
v2

]
(1.89)

with

z ≡ a
φ′

H
. (1.90)

We also define the comoving curvature perturbation:

R = −C +
φ′

H
δφ. (1.91)

By analogy with Eq. (1.86) the power spectrum of scalar perturbations can be
written as:

PR(k) =
k3

2π2

|v2
k|
a2

. (1.92)

In the slow-roll inflation regime, the power spectrum of scalar perturbations on
scales larger than the Hubble radius can be written as a function of the inflaton
potential V and the first slow-roll parameter εV defined in Eq. (1.78):

PR =
1

24π2

(
V

m4
P εV

)
k=aH

(1.93)

where the reduced Planck mass mP ≡ ~c√
8πG

was introduced.
The power spectrum of scalar perturbations Eq. (1.92) is not strictly scale-

invariant, since the amplitude of a perturbation depends on the value of H and φ̇
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when its scale exits the Hubble radius, which can be slightly different for differ-
ent scales. To quantify this scale invariance, we define the scalar spectral index ns
as:

ns − 1 ≡ d lnPR(k)

d ln k
(1.94)

It is also convenient to define the running of the spectral index:

αs ≡
dns
d ln k

. (1.95)

We currently measure ns = 0.9665 ± 0.0038 (see Table 1.1) and αs = −0.0041 ±
0.0067, which is compatible with a non strictly scale invariant power spectrum,
and therefore compatible with an early phase of inflation.

Tensor perturbations Tensor perturbations of the metric hij are associated with
tensor modes Ēij , sources by primordial gravitational waves (see section 3.3.1 for
a derivation of gravitational waves equation). As for scalar perturbations, the
tensor power spectrum as a function of the inflation potential V can be expressed
as:

PT =
2

3π2

(
V

m4
P

)
k=aH

, (1.96)

and we also define the tensor spectral index:

nt ≡
d lnPT (k)

d ln k
slow-roll

= −2εV (1.97)

Under the slow-roll approximation, the ratio of scalar and tensor modes power
spectra is directly proportional to the slow-roll parameter εV :

r ≡ PT
PR

= 16εV = −8nt. (1.98)

This tensor-to-scalar ratio r is of central importance for cosmology, as this is
almost the unique parameter setting the amplitude of tensor modes in the pri-
mordial Universe. As detailed in the next Chapter, the detection of primordial
B-modes in the CMB would be a smoking gun for inflation theories, and would
allow to measure the tensor-to-scalar ratio r as well as other inflation parameters.

The two parameters, the scalar spectral index ns and the tensor-to-scalar ratio
r, thus depend on inflationary models and their precise measurement allow to
discriminate between models. The estimation of the scalar spectral index already
allowed to disfavour models that predict ns = 1 [216] as well as ns > 1. The joint
constraints on inflation models coming from ns and r are shown in Figure 1.8.
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Figure 1.8 – Observational constraints on ns and r from various data sets: TT, EE,
TE, lowE and lensing refer to Planck 2018 results, BK14 to BICEP/Keck 2014

release and BAO to 6dF and SDSS surveys. The contours correspond to 95% and
68% confidence level. The observational constraints are compared to various
inflationary models and their parameters (see details in [216]), where V is the

potential, N∗ is the number of e-folds
Credit: The Planck Collaboration [216].

Upshots

Many inflation models have been proposed, some of them much more com-
plex than the simple slow-roll model, with sometimes several scalar fields. Other
theories suggest that, if the inflaton field remains necessary to explain the ac-
celerated expansion phase needed to solve the horizon and flatness problems,
cosmological perturbations could arise from a different scalar field with other
properties. A better understanding of inflationary process is therefore important
not only for its cosmological implication, but also for fundamental and particle
physics.

However, given the energy scale at which inflation would have occurred,
there is no direct access to the inflaton field using particle accelerators - contrary
to the long-hypothetical Brout-Englert-Higgs field, that was finally observed at
the LHC. The best observational probes to explore the early Universe are the
density and polarisation fluctuations of the CMB, imprints of perturbations of
the primordial Universe, and "frozen" at the stage of recombination. The detec-
tion of tensor modes in the CMB, and the measurement of their amplitude r and
spectral index nt would therefore be not only a smoking gun for inflationary mod-
els, but would also help discriminate between models, based on their theoretical
prediction of these phenomena.

CMB observations are therefore of crucial importance to understand the pri-
mordial Universe, not only for inflation, but also to measure cosmological param-
eters and probe density fluctuation in the early Universe, as mentioned through-
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out this first chapter. The second chapter aims at giving a more detailed review
of CMB physics and observations, and in particular the connection between CMB
anisotropies and early Universe physics.
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CHAPTER 2. THE COSMIC MICROWAVE BACKGROUND

After introducing our Universe’s history in the first chapter, I now aim at giv-
ing a more detailed description of the Cosmic Microwave Background (CMB)
physics. The CMB is indeed one of the best probes we have to study the physics
of the early Universe. Moreover, CMB observations allow us to have an insight
into very high energy processes that can hardly be studied on Earth. Neverthe-
less, as detailed in Chapter 3, other probes exist and can be cross-correlated with
CMB observations to yield a more comprehensive picture of the Universe than
what can be obtained from any of those probes separately.

After a brief historical overview in section 2.1, I present in section 2.2 one
of the central observables in CMB science: its anisotropies. In sections 2.3 and
2.4, I detail the physical processes sourcing primary and secondary anisotropies,
as well as their observable features in section 2.5. In section 2.6, I outline how
we can use the CMB to extract values of cosmological parameters, and I finally
conclude this chapter by reviewing, in section 2.7, the extra CMB science that can
be performed beyond anisotropies.

The content of this chapter is based on the following resource book and re-
views:

• Cosmologie primordiale, Patrick Peter & Jean-Philippe Uzan (2012);

• TASI Lectures on Cosmological Perturbations, Julien Lesgourgues (2013);

• Cosmic Microwave Background Anisotropies, Wayne Hu & Scott Dodelson (2002);

• The Quest for B Modes from Inflationary Gravitational Waves, Marc Kamionkowski
& Ely D. Kovetz (2016).

2.1 Cosmic Historical Background

The idea of the Cosmic Microwave Background as a relic radiation from the
Big Bang was first postulated in the late 1930s by Georges Lemaître, who very
poetically named it "écho disparu de la formation des mondes" 1... At a time when
the Big Bang scenario was still hypothetical, this theoretical insight was hardly
investigated and rejected by a large part of the scientific community.

In 1948, the Soviet-American physicist George Gamow and his then PhD stu-
dent Ralph Alpher published a ground breaking paper on primordial nucleosyn-
thesis and elements abundances [10]. They demonstrated an agreement between
observed abundances and the ones predicted by their model, thereby bringing
more credence to the Big Bang theory. The same year, Ralph Alpher and Robert
Herman made the first quantitative prediction of a background radiation, esti-
mating the temperature of the background to be 5K. In the 1950s and early 1960s,
Gamow, Alpher and Herman re-estimated several times the temperature of the
background radiation, with values ranging from 6K to 28K. The prediction of a
background radiation was also made independently in the early 1960s by Robert
Dicke and Jim Peebles, and Yakov Zel’dovich.

1 This expression can be translated into English much less poetically by "faded echo of the
creation of words".
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2.1. COSMIC HISTORICAL BACKGROUND

Figure 2.1 – Penzias and Wilson in 1964 with the antenna used for their historical
detection

Credit: NASA

In 1964, Robert Dicke and his Princeton colleagues David Wilkinson and Pe-
ter Roll began building a Dicke radiometer aiming at detecting the Cosmic Mi-
crowave Background. However, at the same time, two researchers from the Bell
Laboratory, Arno Penzias and Robert Wilson, were working on a radiometer in-
tended for satellite communication experiments. They observed an excess of 4.2K
in their antenna temperature. After spending a year looking for an explanation
to this measurement - from remnants of a nuclear experiment to bird droppings
- they finally came to the conclusion, after a discussion with Robert Dicke, that
they had detected the echo of the past Universe [203]. This discovery almost def-
initely confirmed the Big Bang scenario, allowing modern physical cosmology
to start flourishing. In the following years, the theory of cosmological perturba-
tions was further developed and applied to early Universe physics, following the
first principles derived in the late 1940s by Lifshitz [166]. In the early 1970s, sev-
eral cosmologists predicted the existence of CMB anisotropies, such as Zel’dovich
[286], Peebles and Yu [202] or Harrison [119].

After these early discoveries and predictions, the CMB progressively became
an object of central interest in cosmology, attracting more and more scientists
and prompting new experiments. Throughout the review of CMB physics in this
chapter, I mention historical discoveries and measurements alongside recent re-
sults.
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2.2 Density fluctuations

As detailed in the first chapter, the primordial Universe can be well described
by a homogeneous plasma of tightly coupled particles. This primordial plasma
cools down with expansion, which causes various species to decouple from it, at
times that are set by the comparison of their interaction rate Γ to the expansion
rate H (see section 1.2.1). In particular, 380 000 years after the Big Bang, photons
decouple, and these first photons free-stream to form the CMB. The distribution
of CMB photons is thus modelled on that of matter in the early Universe, because
they were tightly coupled before photons decoupling. The matter distribution in
the early Universe, in particular its density fluctuation, is related to the inflation
phase, which is thought to leave density fluctuations in the primordial Universe.
To describe the evolution of matter inhomogeneities and understand how they
relate to CMB temperature anisotropies, the size of these fluctuations (k−1) has to
be compared with two relevant scales:

• the Hubble radius rH ≡ (aH)−1 (or comoving horizon, shown in Figure 1.6),
corresponding to the observable part of an expanding Universe;

• the sound horizon rs ≡ csrH , where cs is the sound speed in the photon-
baryon fluid.

Depending on their scale, fluctuations re-enter the Hubble radius at different
times. Fluctuations larger than the Hubble radius are frozen in their initial state.
For smaller scale fluctuations which progressively enter the Hubble radius, the
evolution is more complex. As detailed hereafter, their evolution is governed by
acoustic oscillations, hence the importance of the sound speed and its associated
length, the sound horizon.

2.2.1 Kinetic approach

A complete description of the evolution of inhomogeneities in the early Uni-
verse requires a kinetic approach, using Boltzmann equation, as introduced in
Eq. (1.53):

L[f ] = C[f ]. (2.1)

In this section, we use again the conformal time η, and thus the left-hand side
(Liouville operator) simplifies to:

L[f ] =
df

dη
. (2.2)

We recall that before recombination, photons are tightly coupled to baryons, that
are tightly coupled to electrons. The left-hand side of the Boltzmann equation
(collision term) thus corresponds to the Thompson scattering in the photon-baryon
plasma. At this stage, it is therefore important to note that, as long as photons are
at equilibrium with baryons and electrons, they are described by the value of the
equilibrium temperature T (η,x).
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2.2. DENSITY FLUCTUATIONS

In these conditions, the distribution function of photons can be approximated
by a Bose-Einstein distribution with a vanishing chemical potential, i.e. µ = 0:

f̄(η,x,p) ∼ 1

ep/T (η,x) − 1
, (2.3)

where x is the position, p the four-momentum and p = |p|. This distribution func-
tion can be described as an unperturbed homogeneous part f̄ , and a perturbation
δf :

f̄(η,p) =
1

ep/T (η) − 1
(2.4)

δf(η,x,p) =
df̄

d log p

δT (η,x)

T̄ (η)
, (2.5)

where we have introduced the homogeneous background temperature T̄ (η). We
introduce

Θ(η,x) ≡ δT (η,x)

T̄ (η)
, (2.6)

that describes temperature anisotropies. The Boltzmann equation will then leads
to an equation of motion for Θ(η,x).

Although it is more comprehensive, the description of the primordial Uni-
verse and the CMB using Boltzmann equation requires many analytical and nu-
merical calculations, that are for example developed in [202]. Hereafter, we there-
fore adopt a canonical simplified description based on fluid mechanics, which is
well justified as the photon-baryon plasma is tightly coupled and can therefore
be treated as fluid. This description allows to derive most of the important results
we need to describe CMB anisotropies, and has the advantage of being more in-
tuitive in terms of physical mechanisms.

2.2.2 Fluid mechanics description

Because of the expansion of the Universe, the temperature of the photon-
baryon fluid decreases and matter starts to dominate over radiation. This leads
to the gravitational collapse of matter - and consequently of photons coupled to
baryonic matter. Precisely because photons also collapse with baryons, they in-
duce a radiation pressure that counteracts the gravitational collapse. This leads
to density oscillations in the primordial plasma, which resemble standard acous-
tic oscillations, and are therefore named as such. As temperature continues to
decrease, matter and photons decouple, matter collapses further, and photons
free-stream.

A perturbation starts oscillating once it enters the horizon, and stops at re-
combination: the phase at which it happens to be at recombination is therefore
determined. Perturbations of different characteristic sizes are thus at different
phases of their oscillation, generating a characteristic pattern of density fluctu-
ations. This pattern, and in particular acoustic peaks, is encoded in the statisti-
cal properties of the spatial distribution of CMB photons, as detailed hereafter.
These density fluctuations source primary anisotropies of the CMB: temperature
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anisotropies arise directly from acoustic oscillations (section 2.3.1), and are also
responsible for polarisation anisotropies through differential Thompson scatter-
ing (section 2.3.2).

2.3 Primary anisotropies

Primary anisotropies refer to anisotropies arising from primordial inhomo-
geneities in the early Universe, and present at the time of the last scattering (or
recombination), as opposed to secondary anisotropies that are sourced by phe-
nomenon happening between the last scattering surface and the observer. Prior
to last scattering, primordial fluctuations (sourced e.g. by inflation) go through
the phase of acoustic oscillations, which is the main driver for observable density
fluctuations in the primordial Universe. However, their complete description, for
temperature as for polarisation, requires to take into consideration more complex
processes.

2.3.1 Temperature anisotropies

As described above, the temperature field can be decomposed into a homoge-
neous background T̄ (η), and a superimposed small perturbation Θ(η,x). In this
section, I first develop equations for a toy-model of the early Universe, consider-
ing only acoustic oscillations as the sources of anisotropies. Although simplified,
this approach introduces necessary concepts and notations. I then present results
for a more complex model.

Simplified approach

Temperature anisotropies can easily be described qualitatively: a denser re-
gion - with more matter and therefore more photons - appears hotter, when a
less dense region appears cooler. In this approximation, the oscillation equation
for the temperature field follows the one of acoustic oscillations, and can thus be
written as:

Θ̈ + c2
sk

2Θ = 0, (2.7)

with 1/k the characteristic size of the perturbation. Θ keeps oscillating until re-
combination, and the temperature anisotropy field spatial dependence at that
time η∗ = η(recombination) simply reads:

Θ(η∗) ∝ cos (2πks∗), (2.8)

where s∗ ≡
∫ recombination

0
csdη is the sound horizon at recombination - how far the

sound can travel between t = 0 and the last scattering surface. Integer values of
k correspond to perturbations which find themselves at maximum compression
or expansion at the time of the last scattering. This quantification of acoustic
oscillations is one of the key feature of CMB physics, as detailed hereafter.
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Sachs-Wolfe formula

For a more comprehensive description of CMB anisotropies, more terms have
to be considered in Eq. (2.7), to encompass more complex processes. In particular:

• gravitation, that (1) provides a gravitational term in the oscillator sourced
by the gravitational potential Ψ, and (2) generates an Einstein effect for pho-
tons escaping a potential well. The effect of gravitation on temperature is
referred to as the Sachs-Wolfe effect;

• Doppler shift, due to bulk motion of the plasma at the time of last scattering;

• line-of-sight effect of varying potentials, knows as the integrated Sachs-
Wolfe (ISW) effect.

We first consider only the temperature field Θ and the gravitational term Ψ,
so one can rewrite Eq. (2.8) as:

(Θ + Ψ)(η∗) ∝ cos (2πks∗), (2.9)

Θ + Ψ is sometimes referred to as the apparent temperature field, as this equa-
tion describes quite well the competing effect of temperature and gravitation in
acoustic oscillations: higher density leads to higher temperature, but at the same
time a higher gravitational potential and thus a bigger Sachs-Wolfe effect that
counterbalance the effect of temperature.

However, Eq. (2.9) does not take into accounts all effects previously men-
tioned, such as Doppler shift and ISW effect. Once all these source terms are taken
into account in the equation of oscillation Eq (2.7), anisotropies of the tempera-
ture field Θ can be projected on the sphere using their multipole moments. The
observed temperature anisotropy can then be expressed on the basis of spherical
harmonics Y`m2 [130]:

Θ(η∗, (θ, φ)) =
∑
`m

Y`m(θ, φ)

[
(−i)`

∫
d3k

(2π)3
a`(k)Y ∗`m(k)

]
, (2.10)

where a`(k) is the so-called projected source term, that includes all the anisotropies
sources discussed before. In the simplest case taking into account only tempera-
ture Θ and gravitational potential Ψ, a` can be expressed:

a`(k) = [Θ + Ψ](k, η∗)j`(kD∗), (2.11)

where D∗ is the comoving angular diameter distance to recombination, j` the
spherical Bessel function, and k = |k|. Note that this is a projection on the sphere
of plane waves, with amplitudes roughly as in Eq. (2.9).

If we now consider all possible sources of anisotropies, as listed above, the
source term becomes:

a` = [Θ + Ψ](k, η∗)j`(kD∗)︸ ︷︷ ︸
Sachs−Wolfe

+ vb(k, η∗)j
′
`(kD∗)︸ ︷︷ ︸

Doppler

+

∫ η0

η∗

dη(Ψ̇− Φ̇)j`(kD)︸ ︷︷ ︸
Integrated Sachs−Wolfe

, (2.12)

2 Spherical harmonics are defined in Appendix A.
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where vb is the velocity of the electrons responsible for the Doppler shift, and
j′`(kD∗) denotes the space derivative of the Bessel functions. Primary tempera-
ture anisotropies are mostly sourced by the Sachs-Wolfe term. The Doppler term
generates quadrupole anisotropy on the last scattering surface, which is not dom-
inant for the temperature field, but which is still of great significance for CMB
physics, as it sources polarisation anisotropies (see next section). Finally, the ISW
term is dominated by effects of varying potential of the line-of-sight after the last
scattering surface Φ̇, as opposed to the one in the primordial Universe Ψ̇, i.e. be-
fore the last scattering surface. This effect is therefore more often classified as a
secondary anisotropy term (see section 2.4.2).

Silk damping

Another effect that needs to be taken into account in the description of primor-
dial anisotropies is the damping of acoustic oscillations by diffusion. Because of
acoustic fluctuations, some regions are denser and hotter than others. However,
photons continue to diffuse between over-dense and under-dense regions, which
damps temperature anisotropies at scales smaller than the diffusion scale. This
effect can be modelled as a multiplicative factor to be applied to the source term
in Eq. (2.12) for a given scale k:

D(k) =

∫ η∗

0

τ̇ e
−
(

k
kD(η

)
)2

dη, (2.13)

where τ̇ is the differential optical depth for Thomson scattering and kD is the ef-
fective diffusion scale. This scale is related to the diffusion characteristic length
λD = 2π

kD
, which estimates how far photons can travel during diffusion. In par-

ticular λD is inversely proportional to the fraction of ionised electrons and to the
baryon number. This effect, known as Silk damping [243] is imprinted in the
CMB power spectrum, as described in section 2.5.2.

2.3.2 Polarisation anisotropies

Unlike temperature anisotropies that are directly related to density fluctua-
tions, the generation of polarisation anisotropies in the early Universe is a bit
more complex. Polarisation anisotropies are indeed sourced by quadrupolar anisotropies
of temperature, and their generation involves differential Thompson scattering of
photons by electrons.

Mechanism

Qualitatively, the process for generating polarisation is the following: a pho-
ton with a given polarisation direction p scatters on an electron, and is re-emitted
with a polarisation in the direction of emission p′. Since the outgoing polari-
sation has to be orthogonal to the emission direction, the fraction of incoming
radiation whose polarisation is parallel to the emission direction cannot scatter:
the outgoing radiation is thus linearly polarised. If the primordial Universe was
composed of an isotropic radiation (from a perfectly homogeneous plasma with
no anisotropies), there would be no preferred direction for Thompson scattering,
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Figure 2.2 – Thomson scattering generating polarised light.
Credit: W. Hu

and thus no specific polarisation signature. Polarisation anisotropies are there-
fore necessarily sourced by quadrupolar anisotropies, as illustrated in Figure 2.2.

Formally, this is written in the form of a differential cross-section for Thomp-
son scattering :

dσ

dΩ
=

3

8π
σT |p′.p|2, (2.14)

where Ω denotes a solid angle, and σT is the Thompson cross section.
There are two possible sources of quadrupolar temperature anisotropies that

can generate polarisation anisotropies. First of all, fluid viscosity generates a
quadrupole anisotropy following the velocity field vb, which sources temperature
anisotropies through Doppler shift (see Eq. (2.12). Qualitatively, as we consider
the primordial plasma as a perfect fluid, the amplitude of the velocity is out of
phase with the amplitude of density fluctuations: the maximum velocity is when
density goes through the zero point of the oscillations, and zero velocity when the
density is at its extreme, either over- or under- density. There is thus a π/2 phase
shift between density and velocity fluctuations, and adapting again Eq. (2.8), one
can write:

vb(η∗) ∝ sin(ks∗). (2.15)

This phase shift impacts the position of the polarisation power spectrum acoustic
peak, as detailed in section 2.5.3.

However, acoustic oscillations are not the only source of quadrupole anisotropy
in the early Universe. Primordial gravitational waves - possibly arising from in-
flation - would also contribute to quadrupolar anisotropies.
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These two sources of polarisation anisotropies result in different polarisation
patterns. To distinguish those, it is convenient to introduce canonical tools and
quantities to describe polarisation: Stokes parameters, and then the so-called E
and B-modes.

Stokes parameters

The four Stokes parameters are a basis to describe the polarisation state of any
light:

S ≡


I
Q
U
V

 , (2.16)

where I is the total intensity, directly related to the temperature field T , Q and U
are the linearly polarised components, and V is the circularly polarised one. They
can be written in the canonical Cartesian coordinate system as:

I = |Ex|2 + |Ey|2

Q = |Ex|2 − |Ey|2

U = 2Re(ExE
∗
y)

V = −2Im(ExE
∗
y), (2.17)

where Ex (resp Ey) are the two orthogonal components of the electric field. In
the standard model, CMB light is not circularly polarised, so only Q and U are
considered hereafter.

Although very practical, Stokes component depend on the chosen coordinate
system and observing direction on the sky. For a rotation by an angle ψ, they
become:

(
Q′

U ′

)
=

[
cos(2ψ) sin(2ψ)
− sin(2ψ) cos(2ψ)

](
Q
U

)
. (2.18)

Instead of using directlyQ and U , quantities invariant by rotation are defined, i.e.
independent from the chosen coordinate frame.

E and B-modes

Q and U are combined into spin-2 and spin-(-2) fields that fully describe po-
larisation:

±2P ≡ Q± iU. (2.19)

To project this field P on the sphere, we use the spin-2 spherical harmonics basis3:

±2P (θ, φ) =
∑
`m

±2a`m ±2Y`m(θ, φ) (2.20)

3 See Appendix A.
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Figure 2.3 – E and B-modes typical patterns

From this, two new quantities can be defined on the sphere: a curl-free scalar field
E and a gradient-free pseudo-scalar field B, as shown in Figure 2.3. Their names
come from the analogy with electric and magnetic fields, that are respectively
curl-free and divergence-free.

In harmonic space, the coefficients of their decomposition in spherical har-
monics are:

aE`m ≡ −
1

2
(2a`m +−2 a`m)

aB`m ≡
i

2
(2a`m −−2 a`m), (2.21)

where ±2a`m are defined in Eq. (A.5). We go one step further and define a spheri-
cal harmonic basis for spin-s fields using E and B-modes decomposition:

sY
E
`m = sD

EY`m ≡
1

2

√
(`− s)!
(`+ s)!

(
∂s + (−1)s∂̄s

−i(∂s − (−1)s∂̄s)

)
Y`m

sY
B
`m = sD

BY`m ≡
1

2

√
(`− s)!
(`+ s)!

(
i(∂s − (−1)s∂̄s)
∂s − (−1)s∂̄s

)
Y`m, (2.22)

where the differential operators DE and DB are a generalisation for arbitrary spin
of the operators defined in [41].

These operators form an unique orthogonal basis on the sky, that can be used
to decompose the polarisation field P, and coefficients from Eq. (2.21) are re-
written as:

aE`m =

∫
dΩ P 2Y

E†
`m

aB`m =

∫
dΩ P 2Y

B†
`m. (2.23)
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This decomposition is unique only in the case where full sky maps are consid-
ered. In real case, the polarisation field is measured only on a fraction of the
sky because of limited instrumental and observational capabilities. This intro-
duces some subtleties in the E and B-modes decomposition, see for example in
[41, 110].

E-modes are generated through scalar density perturbation, and in particular
quadrupolar temperature anisotropy. B-modes however can only be generated
by tensor fluctuations arising from primordial gravitational waves4. The decom-
position into E- and B-modes thus allows to distinguish the source of polarisation
anisotropy. As primordial B-modes can only be generated by tensor modes, their
detection would be a smoking gun for inflation.

2.4 Secondary anisotropies

We have focused so far on anisotropies generated before or on the last scatter-
ing surface, but we mentioned the ISW effect. Indeed, CMB photons do not travel
straightforwardly from the last scattering surface to us: they are affected on the
way, leading to the so-called secondary anisotropies, i.e. not originating from
physics before and at the last scattering surface. They can be broadly divided
into two categories: electromagnetic interactions of CMB photons with matter,
and impact of gravitational fields5.

2.4.1 Electromagnetic interactions

Interactions of CMB photons with matter occurs through two well-known
scattering phenomenons: Thompson scattering, already mentioned before and
which is important during reionisation, and inverse Compton scattering, which
describes the interaction of the CMB with hot gas.

Reionisation

Reionisation occurs when first stars form and start emitting energy in the in-
terstellar medium, causing neutral hydrogen atoms formed at recombination to
ionise again. Reionisation depends on redshift z and position on the sky θ. How-
ever, we observe the line-of-sight integral of reionised regions, and thus an im-
portant parameter to characterise the epoch of reionisation is the optical depth to
reionisation τ , the line-of-sight integral of the fraction of the free electron from
reionisation for a given direction θ. CMB photons can scatter on free electrons
released by reionisation, by the same basic physical processes as in the primor-
dial Universe, which generates new - secondary - temperature and polarisation
anisotropies, but with different characteristics.

4 We do not consider here the effect of vector perturbations, because they have decayed by the
time of recombination and are therefore not relevant in CMB context.

5 This section follows the outline of Secondary anisotropies of the CMB, Nabila Aghanim, Sub-
habrata Majumdar & Joseph Silk (2007) [7].
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Temperature anisotropies from reionisation can be expressed as a function of
the optical depth to reionisation τ :

Θreion.(θ)

T
= −

∫
dzσT e

−τ(θ,z)ne(θ, z)vr(θ, z), (2.24)

where σT is the Thompson cross-section, vr is the velocity projected along the line-
of-sight and ne the density of free electrons. Reionisation is not a uniform process,
but a patchy one: some regions of the Universe are reionised before others, and
regions with different ne coexist at a given redshift. Temperature anisotropies
from reionisation therefore have two contributions. The first ones come from the
patchy reionisation effect: CMB light will go through regions that have under-
gone reionisation at different levels, i.e. they are more or less ionised and do not
have the same density of free electrons. On the other hand, even fully reionised
regions do not have the same electron densities (depending on the local star for-
mation rate, galaxy density, etc.), hence creating another source of anisotropy.

Moreover, the same way temperature quadrupole anisotropy in the pri-
mordial Universe generates polarisation anisotropies, spatial and temporal
density fluctuations at reionisation are responsible for secondary polarisation
anisotropies due to inverse differential Thompson scattering. In particular, the E-
modes signal exhibits particular features due to reionisation, that help constrain-
ing reionisation parameters as detailed in section 2.5.3.

Sunyaev-Zel’dovich effects

Contrary to reionisation which is a global effect that affects all CMB photons as
they cross the reionisation epoch, Sunyaev-Zel’dovich (SZ) effects are localised,
as they are due to interactions of CMB photons with galaxy clusters. More pre-
cisely, the SZ effect is caused by inverse Compton scattering between CMB pho-
tons and free electrons from hot ionised gas on the line-of-sight [250], for example
from jets emitted by Active Galactic Nuclei (AGN). There are two kinds of SZ ef-
fects, reflecting two different properties of the hot ionised plasma: the random
motion of thermal electrons, producing the thermal SZ effect; and the peculiar
motion of electrons having a bulk motion with respect to the CMB, producing the
kinetic SZ effect. The two effects lead to secondary anisotropies, and in particular
the thermal effect sources localised spectral distortions in the CMB black body
spectrum.

The thermal SZ is a bigger effect than the kinetic one, and the resulting anisotropy
ΘtSZ with respect to the CMB monopole temperature T is given by:

ΘtSZ

T
= y

[
2πν

Te
coth

(
πν

Te

)
− 4

]
, (2.25)

where Te is the temperature of the electron gas, and y is the Compton-y parameter,
defined as:

y ≡
∫

line of sight

ne
Te
me

σTds. (2.26)

Thermal SZ is also predicted to produce polarisation anisotropies through differ-
ential Thompson scattering of photons in distant galaxy clusters, but this effect
has not been detected yet.
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As for kinetic SZ, the effect on CMB spectrum is given by:

ΘkSZ

T
= −vrτcluster, (2.27)

where τcluster is the optical depth of intra-cluster medium, and vr is the radial
peculiar velocity of the scattering gas - electrons in this situation.

More than a source of anisotropies when one is interested in the CMB signal,
the study of SZ effect is a powerful probe to study galaxy clusters, as detailed in
section 2.7.1.

2.4.2 Gravitational fields interactions

As the Universe expands and cools down, density fluctuations evolve into
large scale structures such as filaments and galaxy clusters through the gravita-
tional collapse of matter. CMB photons travelling from the last scattering surface
to the present time are therefore affected by gravitational potentials on the line-
of-sight, which induce both large and small scale effects.

Large scale structures effects

The effect of varying gravitational potentials was already mentioned in the
previous section, as the integrated ISW effect: large scale structures in the recent
Universe generate gravitational potentials along the line-of-sight, leading to this
integrated effect between the observer and the last scattering surface. At first
order in perturbations of the gravitational potential, it can be treated as a linear
effect: there is no coupling of modes at different scales, but the amplitude at a
given scale can be modified. It is mostly visible at large angular scales, where the
crossing time is long enough so the change in potential is noticeable.

CMB photons are also affected by more rapidly evolving potentials due to
emerging non-linear structures, leading to second order effects. In this regime,
this is called the Rees-Sciama effect [223], and it can generate temperature as well
as polarisation anisotropies. In particular, it could generate secondary B-modes,
hence hindering our capability to detect primordial B-modes [186]. However, the
predicted amplitude of the Rees-Sciama effect is well below the amplitude of the
most important source of contamination of polarisation anisotropies that cosmol-
ogists face in the search for large-scale B-modes: weak gravitational lensing, that
mixes E- and B-modes.

Gravitational lensing

Weak gravitational lensing by large scale structures affects both temperature
and polarisation anisotropies of the CMB. Contrary to effects previously de-
scribed, lensing does not generate new anisotropies on its own, but rather mod-
ifies pre-existing anisotropies, as different regions of the sky are affected differ-
ently depending on what is on the line-of-sight. Primary anisotropies are there-
fore (de)magnified and shifted in harmonic space, leading to apparent secondary
anisotropies.
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Formally, this effect can be modelled as a vector field on the sphere, that mod-
ifies every apparent direction when looking at the sky:

n→ n′ ≡ n + α(n). (2.28)

At first order, since α is at the arc-minute level, it can be modelled as the gradient
of a lensing potential φ:

α ≡ ∇φ, (2.29)

and the lensed CMB fields are expressed as:

T̃ = T (n +∇φ(n))

P̃ = P (n +∇φ(n)). (2.30)

Lensed harmonic coefficients for both temperature and polarisation can be ex-
pressed as a function of the lensing potential φ as [128]:

ãT`m = aT`m +
∑
`′m′

∑
LM

φ`ma
T
`′m′

(
F`mLM`′m′ +

1

2
φ∗L′M ′G`mLM`′m′L′M ′

)
(2.31)

ãE`m = aE`m +
∑
`′m′

∑
LM

φLM(−1)m 2F`L`′

(
` L `′

m −M −m′
)

(ε`L`′a
E
`′m′ + β`L`′ia

B
`′m′)

(2.32)

ãB`m = aB`m +
∑
`′m′

∑
LM

φLM(−1)m 2F`L`′

(
` L `′

m −M −m′
)

(ε`L`′a
B
`′m′ − β`L`′iaE`′m′),

(2.33)

with:

ε`L`′ ≡
1 + (−1)`+L+`′

2
(2.34)

β`L`′ ≡
1− (−1)`+L+`′

2
. (2.35)

F andG are lensing convolution kernels, whose complete definition can be found
in [128], which reviews CMB lensing in harmonic space. For an extensive review
of CMB lensing theory, in particular the sources of lensing and how they affect
the CMB, one can refer to [163].

One of the most important consequences of CMB lensing, as already shown
in Eqs. (2.32 - 2.33), is that it mixes contributions of E and B fields. This raises
observational issues when seeking to detect primordial B-modes, as detailed in
section 2.5.4.

When observing the CMB from Earth, we measure at once primary and sec-
ondary anisotropies, as they are both imprinted in the CMB signal. However,
as we mentioned throughout this section, different physical effects generating
temperature and polarisation anisotropies leave specific signatures on the CMB
signal. In particular, effects can be distinguished in the harmonic domain, using
the power spectrum representation.
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2.5 Power spectrum

As already introduced in section 1.3.3 when describing quantum field pertur-
bations, the power spectrum is the Legendre transform of the two-point correla-
tion function of a field. A Gaussian field is fully described by this quantity, with
no need to compute higher order statistics. In this section, CMB perturbations
are assumed to be Gaussian and therefore the power spectrum is sufficient to de-
scribe them. We go beyond this assumption and look at CMB non-Gaussianity in
section 2.7.3.

2.5.1 Computation

From the decomposition of CMB temperature and polarisation fields in spher-
ical harmonics coefficients a`m, their power spectrum is expressed as:

CXY
` =

1

2`+ 1

∑
m

〈aX∗`maY`m〉 (2.36)

where X and Y could be either T , E or B fields. Assuming statistical isotropy of
the CMB, the covariance matrices of two harmonic coefficients are diagonal in `
and m, and this expression can be further simplified to obtain:

〈aX∗`maY`m〉 = δ``′δmm′C
XY
` . (2.37)

The power spectrum can be computed for a single field with X = Y (auto power
spectrum), or for two different fields (cross power spectrum).

C` are computed by doing the average of |a2
`m|measured on an ideally infinite

number of sky realisations. However, this is not possible in practice, and an esti-
mator of C` is used instead, by replacing the mean on an infinite number of sky
realisations by the mean on m modes, i.e. m = 2`+ 1 modes for each `:

Ĉ` = 〈|a2
`m|〉 =

1

2`+ 1

∑̀
m=−`

|a2
`m|. (2.38)

The variance associated with this estimator, known as cosmic variance, is ex-
pressed as:

∆Ĉ` =

√
i

2`+ 1
Ĉ`

2
, (2.39)

with i = 1 for temperature power spectrum, and i = 2 for polarisation. For high-
` modes, many modes m for each ` can be measured, and the cosmic variance
is therefore not a limitation with respect to other sources of uncertainty. How-
ever, for low ` corresponding to large sky regions, the cosmic variance is often a
dominant source of uncertainty.

For the CMB, one scalar temperature field T and two polarisation fields Q
and U are measured, from which E and B fields are then computed (see section
2.3.2). Six power spectra can therefore be computed: CTT

` , CTE
` , CTB

` , CEE
` , CEB

`

and CBB
` , each of them containing different information about CMB physics. The

effects described previously, both for primary and secondary anisotropies, have
effects at various angular scales, and therefore generate typical patterns in the
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power spectra, which I explore hereafter. I start with the temperature auto-power
spectrum (section 2.5.2), then polarisation auto- and cross-power spectra (section
2.5.3), and I present effects of lensing on power spectra in a dedicated section
(section 2.5.4).

2.5.2 Temperature

In the harmonic domain, CMB temperature anisotropies have an amplitude
105 times smaller than the average background temperature. This very low level
of anisotropies shows us the remarkable homogeneity of the primordial Universe.

Characteristics

In the temperature power spectrum CTT
` , three main regions can be distin-

guished, as shown in Figure 2.4.

Sachs-Wolfe region The low ` regions (` . 100), corresponding to large angular
scales, offers a direct snapshot of initial fluctuations since these fluctuations were
larger than the Hubble radius at recombination. In this regime, the gravitational
potential is constant and fluctuations are not subject to acoustic oscillations. As-
suming that the power spectrum is (almost) scale invariant (ns ' 1), the power
spectrum is flat and [237]:

`(`+ 1)

2π
C` ≈

32π3

9
As, (2.40)

which corresponds to the so-called Sachs-Wolfe plateau.
At very low ` (` . 5), there is a small upturn in the power spectrum shape,

known as the Integrated Sachs-Wolfe rise. This is due to the effect of time-varying
gravitational fields at very large scales. In particular, varying dark energy equa-
tion of state could be probed through the ISW rise. Unfortunately, measurement
uncertainties in this region of the spectrum are dominated by cosmic variance,
which makes it difficult to constrain a specific model.

Acoustic peaks Acoustic peaks are located between ` ∼ 100 and ` ∼ 1000, with
the first (and most prominent) one at ` ∼ 200. They are the most distinctive
features of the temperature power spectrum, imprints of the acoustic oscillations
in the early Universe. There is a range of acoustic peaks in the harmonic space,
corresponding to harmonics of the scale defined by the sound horizon. Peaks are
thus located at multipoles `n

`n = nπ
D∗
rs,∗

(2.41)

where rs,∗ is the sound horizon at recombination and n is an integer.
From positions of the acoustic peaks, key parameters of the cosmological model

can thus be determined, such as the densities of baryons, dark matter and radia-
tion, as well as the Hubble constant. These acoustic oscillations are also imprinted
in the matter field, probed by galaxy cluster distribution, as detailed in section
3.1.1.
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Figure 2.4 – CMB temperature power spectrum and its main regions.
Credit: Adapted from Planck Collaboration [208]

Damping tail For ` & 1000, effects of Silk damping (see section 11) dominate
the acoustic oscillations, resulting in a progressive cut-off of anisotropies in the
power spectrum. Another effect contributing to the damping of the power spec-
trum is the apparent thickness of the last scattering surface. Since decoupling is
not instantaneous, a given observed mode can have contributions from physical
oscillation modes that have decoupled at different moments. These contribution
do not add coherently, resulting in an effective damping of oscillations, in partic-
ular at high `. At very high ` (` & 4000), acoustic peaks are not distinguishable
anymore, as the effects of secondary anisotropies, in particular Rees-Sciama effect
and point sources, become dominant.

Measurements

Although they were predicted in the 1970s (see section 2.1), CMB temper-
ature anisotropies were measured for the first time only in 1992 by the satel-
lite COBE on angular scales larger than 10°. In 2001, two balloon-borne exper-
iments, BOOMERanG (Balloon Observations Of Millimetric Extragalactic Radia-
tion ANd Geophysics) and MAXIMA (Millimeter Anisotropy eXperiment IMag-
ing Array), detected the first acoustic peak, and secondary ones were measured
by BOOMERanG as well as DASI6 (Degree Angular Scale Interferometer). These
detections were a major milestone in modern cosmology, since it proved the ex-
istence of acoustic oscillations in the early Universe, building the case for the
ΛCDM model as standard cosmological model. Although they were much more
sensitive than COBE, being ground-based or balloon-borne, these experiments
had access to only a limited patch of the sky (less than 1%).

The full-sky measurements of COBE have then been greatly improved by the

6 https://kicp.uchicago.edu/research/projects/dasi.html
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Figure 2.5 – Almost 30 years of CMB temperature anisotropies measurement,
from early stages to precision cosmology

Credit: Adapted from ESA and NASA

mission WMAP (Wilkinson Microwave Anisotropies Probe), operating from 2001
to 2010, and most recently by the Planck mission, launched in 2009 and whose
first results were released in 2013. The improvement of angular resolution and
temperature sensitivity is illustrated in Figure 2.5. The angular resolution has
been improved by a factor of 100, which provides an access to smaller angular
scales in most recent data sets. This allows not only a better knowledge of the
primordial Universe, but also a window into phenomena happening between the
observer and the last scattering surface (see section 2.4.1). Today, temperature
anisotropy measurements reach the cosmic variance limit down to scales of a few
arcminutes.

2.5.3 Polarisation

Polarisation anisotropies are several order of magnitude below those of tem-
perature, which makes them very challenging to detect: Compared to the isotropic
temperature field T = 2.7255 K, E-modes have a relative amplitude of 10−6, and
cosmological B-modes are estimated to be as low as 10−7 − 10−8 - at most.

Characteristics

Just like the temperature ones, polarisation power spectra - observed or pre-
dicted - have distinct features, that probe the physical processes already involved
in the temperature power spectrum in a complementary way, with the exception
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of B-modes that have the potential to probe primordial gravitational waves in an
unique way.

EE power spectrum As they arise from the same physical process as tempera-
ture anisotropies (i.e. density fluctuations in the primordial Universe), E-modes
do not probe new physical processes in the primordial Universe, and their power
spectrum has the same global structure as the one of temperature. Because of the
phase shift between the velocity field and the density field, E-modes are out of
phase with temperature modes in the harmonic domain: a peak in the tempera-
ture power spectrum corresponds to a minimum in the E-modes power spectrum,
and vice-versa.

Another distinctive characteristic of the E-modes power spectrum arises not
from primordial Universe physics, but from reionisation. As outlined in section
2.4.1, inverse differential Thompson scattering during reionisation leads to polar-
isation anisotropies. In particular, it generates the so-called reionisation bump at
low `, as shown in Figure 2.6: the amplitude and position of the bump probes the
optical depth to reionisation τ . Note that a - degenerated - measurement of τ can
be obtained thanks to the amplitude of the power spectra that scales like Ase−2τ .

The position of the reionisation peak also gives information about the redshift
of reionisation as:

`reion. ∝
√
zreion. (2.42)

Reionisation is the only known physical process that could generate such a bump,
and therefore its precise measurement is of importance to constrain the epoch of
reionisation better. Unfortunately, as this is a low ` effect, observations are limited
by cosmic variance. If measured, the primordial B-modes power spectrum CBB

`

is expected to exhibit the same structure due to reionisation at low `.

BB power spectrum We focus here on primordial B-modes, and lensing B-modes
will be reviewed in more details in the next section. Following Eq. (1.98), the am-
plitude of the power spectrum of primordial B-modes is directly proportional to
the tensor-to-scalar ratio r:

CBB
`,obs = r CBB

`,r=1. (2.43)

As shown in Figure 2.7, for large angular scales, primordial B-modes have a shape
similar to that of E-modes, with the reionisation bump clearly visible at low `.

The current upper limit on r, set by the BICEP-2/Keck Array experiment [257]
in combination with WMAP and Planck data sets, is r < 0.06 with a 95% con-
fidence level7. Current and future experiments aim at measuring r as low as
r = 0.001 (see Chapter 5 for more details). Ground experiments mostly target
small patches of the sky and aim at measuring the primordial B-modes recom-
bination peak, at ` ∼ 80 (see Figure 2.7), roughly corresponding to a one-degree
wide sky patch. This would be a breakthrough in cosmology, as it would bring
the first direct observational evidence for inflation. The exact position of the peak

7 It is possible to constrain the tensor-to-scalar ratio with temperature and E-modes data only.
The upper limit set by Planck is r < 0.11 at 95 % confidence level [217].
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Figure 2.6 – Reionisation bump in E-modes power spectrum, for various values
of τ , the optical depth to reionisation. ∆z = 3 refers to an increased duration of

reionisation, and As is the primordial amplitude of scalar perturbations (see
section 1.1.4).

Credit: C. L. Reichardt [224]

would also help constraining some primordial Universe parameters (in particu-
lar the sound horizon, used to determine the Hubble constant). However, as for
temperature and E-modes, the measurement of the B-modes power spectrum at
large angular scales can only be achieved from space.

Cross-spectra In addition to auto spectra (CTT
` for temperature, and CEE

` and
CBB
` for polarisation), one can compute three cross-spectra: CTE

` , CTB
` and CEB

` .
For parity reasons, since T and E are even fields while B is odd, CTB

` = CEB
` = 0

in standard cosmology. However, we go beyond this assumption in section 2.7.4.
We recall that, roughly speaking, we have:

(Θ + Ψ)(η∗) ∝ cos(ks∗) (2.44)

for the effective temperature field, and:

vb(η∗) ∝ sin(ks∗) (2.45)

for the velocity field that sources polarisation anisotropies. The cross correlation
of the two fields will then give:

(Θ + Ψ)× vb ∝ cos(ks∗)× sin(ks∗) ∝ sin(2ks∗). (2.46)

The cross-spectrum between T and E fields, CTE
` , will therefore have oscillations

at twice the frequency of those of temperature and E-modes (from the factor 2),
in phase with E-modes acoustic peaks (from the sinus term).
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Figure 2.7 – Primordial and lensing B-modes

Finally, let us mention that all spectra (temperature and polarisation, auto
and cross) are impacted at low ` by primordial gravitational waves from inflation
- if it ever occurred. There should therefore be a small excess of power at low
` compared to purely scalar perturbations predictions. However, as mentioned
already, our observation capabilities are limited by cosmic variance in this part of
the harmonic spectrum, and the amplitude of primordial gravitational waves is
not large enough to overcome this limitation. This leaves us with no other choice
than detecting primordial B-modes if one wants to probe inflationary process!

Measurements

Polarisation E-modes were first detected in 2002 by the DASI experiment [152],
and then by various experiments, including WMAP and Planck. Today, they are
very well constrained on a wide range of angular scales, but improvements are
still possible at very large and small angular scales, where the cosmic variance
limit has not been reached yet. The story is more complex when it comes to B-
modes. As already mentioned, B-modes are expected to have two main contribu-
tions: from lensing, the so-called lensing B-modes, which are E-modes converted
to B-modes by weak gravitational lensing, and primordial B-modes arising from
a hypothetical inflationary process. Lensing B-modes have first been detected in
2013 by the South Pole Telescope8 through cross-correlations with the CIB (Cos-
mic Infrared Background - see section 3.1.4) [117], and this detection was con-
firmed in 2014 by the POLARBEAR experiment [263], this time using only the
B-modes auto-spectrum. Since then, several CMB polarisation experiments have
detected lensing B-modes. Most recent measurements of E- and B-modes, as well
as TE and TT power spectra are shown in Figure 2.8.

Primordial B-modes, however, have not yet been detected by any experiment,
although international efforts aiming at their detection and characterisation is on-

8 https://pole.uchicago.edu/
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Figure 2.8 – State of the art measurements of CMB power spectra, as of July 2020.
Credit: The ACT Collaboration [57]

going. In addition to lensing B-modes, polarised foregrounds represent a huge
challenge when one tries to detect primordial B-modes. These galactic signals on
the line-of-sight between the observer and the CMB can be mistaken for CMB
emission and thus hinders our capability to detect primordial B-modes. This
topic is reviewed in detail in Chapter 4.

2.5.4 Lensing

Weak gravitational lensing affects all CMB fields, and therefore has a de-
tectable effect on all auto- and cross-spectra. The expression for lensed spectra
can be computed using lensed a`m in Eqs. (2.31 - 2.33), and leads to [128]:
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C̃TT
` = [1− `(`+ 1)R]CTT

` +
∑
L,`′

F 2
`L`′

2`+ 1
Cφφ
L CTT

`′ (2.47)

C̃TE
` = [1− (`2 + `− 2)R]CTE

` +
∑
L,`′

F`L`′2F`L`′

2`+ 1
Cφφ
L CTE

`′ (2.48)

C̃EE
` = [1− (`2 + `− 4)R]CEE

` +
1

2

∑
L,`′

2F
2
`L`′

2`+ 1
Cφφ
L

(
ε`L`′C

EE
`′ + β`L`′C

BB
`′

)
(2.49)

C̃TB
` = [1− (`2 + `− 2)R]CTB

` +
∑
L,`′

F`L`′2F`L`′

2`+ 1
Cφφ
L CTB

`′ (2.50)

C̃EB
` = [1− (`2 + `− 4)R]CEB

` +
1

2

∑
L,`′

2F
2
`L`′

2`+ 1
Cφφ
L

(
ε`L`′C

EB
`′ − β`L`′CEB

`′

)
(2.51)

C̃BB
` = [1− (`2 + `− 4)R]CBB

` +
1

2

∑
L,`′

2F
2
`L`′

2`+ 1
Cφφ
L

(
β`L`′C

EE
`′ + ε`L`′C

BB
`′

)
, (2.52)

where Cφφ
` is the lensing power spectrum, F , ε`L`′ , β`L`′ are defined in section 2.4.2

and:

R ≡ 1

2

∑
L

2L+ 1

4π
Cφφ
L . (2.53)

R is the total deflection angle power, which physically corresponds to the angle
by which a CMB photon would be deflected before its detection, in average. For
typical models,R ∼ 3×10−7, corresponding to an angle of∼ 2.7 arcminutes [163].

Note that a couple of assumptions were made to derive Eq. (2.47 - 2.52), in
particular the Gaussianity of the lensing field, and consequently the computation
was done only at the lowest order in Cφφ

` . This set of equations is thus only exact
up to a few percent on the final spectra. The amplitude of the lensing power
spectrum Cφφ

` can be parametrised with a single parameter AL, with AL = 1 in
the fiducial ΛCDM model.

It is clear from Eq. (2.52) that lensing B-modes can be generated from unlensed
E-modes (and vice versa), whereas other spectra only see their shape modified by
lensing. In particular, lensing induces an excess of power below ` ∼ 100. It also
boosts non-Gaussianity at small scales, that can hinder the detection of primor-
dial non-Gaussianity (see section 2.7.3). Lensed and unlensed power spectra are
shown in Figure 2.9. The effect of lensing is more important on B-modes: pri-
mordial E-modes have an amplitude several orders of magnitude higher than
primordial B-modes, and thus the E-to-B leakage induced by lensing is much
more important than the B-to-E one. This is all the more true for low values of
the tensor-to-scalar ratio r, as shown in Figure 2.7: in the range of r values that
are currently investigated (i.e. below r = 0.06 which is the current upper limit),
primordial B-modes are dominated by lensing B-modes.
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Figure 2.9 – Effects of lensing on power spectra

2.6 From observations to cosmological models

Power spectra thus have distinctive, easy-to-identify features, such as peaks
position, that allow us to determine certain properties of the Universe. moreover,
most of cosmological parameters - such as ΛCDM parameters - can be straight-
forwardly inferred from power spectra.

Another facet of power spectra analysis is the lensing analysis, in which the
lensing potential is estimated, and used to constrain cosmological parameters.
Once the lensing potential is estimated, the lensing effects on the CMB spectra
can be potentially removed in the so-called delensing process.

2.6.1 Cosmological parameters estimation

We start with the estimation of cosmological parameters from power spectra,
in particular base ΛCDM parameters introduced in section 1.1.4. Other cosmolog-
ical parameters defined earlier can be derived from these base parameters, such
as the Hubble constant, and the model can also be extended to allow for other
parameters to vary, such as the curvature parameter which is otherwise fixed to
zero in ΛCDM.

The favoured method in observational cosmology to infer values of parame-
ters from data is the Bayesian framework, which I quickly describe hereafter. This
framework is of course not limited to the estimation of cosmological parameters
from power spectra, and it will be used many times in this manuscript to infer
values of parameters in various cases of interest.
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Elements of Bayesian statistics

Given a data setD (power spectrum, maps, or any other observable), we want
to test the degree of belief of an hypothesis H , derived from theoretical model.
Bayes’ theorem states that this quantity, also called the posterior, is given by:

p(H|D) =
p(D|H)p(H)

p(D)
, (2.54)

where p(H) is the prior, i.e. what we know or assume about the model, p(D) is
the evidence, i.e. what we observe, and p(D|H) is the likelihood, i.e. the prob-
ability of the data given the hypothesis. While standard Bayesian approaches
maximise the prior, in cosmology, the determination of parameters is most often
done by maximising the likelihood to determine the best-fit. For an observed
data set, the probability distribution of the data is maximised as a function of the
parameters, for one or several data models. One must however note that, even
if parameters are inferred with a good precision as the maximum-likelihood best
fit, they might not be a good description of the reality if the underlying model is
a bad description of the data. It is thus very important to note that this approach
provide a best-fit for parameters for a given theoretical framework, but does not
asses whether the data is even compatible with the chosen framework.

This formalism also makes it possible and relatively straightforward to in-
clude constraints on parameters coming from other data sets, by including them
in the prior or in the evidence. This approach is more and more put into practice
in the era of multi-probe cosmology (see Chapter 3). However, one of the draw-
backs is that it can be computationally expensive to characterise the posterior in
a wide, multi-dimensional parameter space. In many applications, these meth-
ods can be replaced by sampling of the parameter space, by using Markov chain
Monte Carlo (MCMC) to alleviate this difficulty. MCMC methods build a chain
in the parameter space, so that its samples are distributed according to the pos-
terior probability. It allows to sample preferentially areas of the parameter space
where the posterior is important, without spending too much time in a subset of
the parameter space which is far from the peak of the likelihood. This allows for
higher convergence speed and improved performance.

Application to CMB data sets

I give here a practical example of a cosmological parameter likelihood, based
on the approach used in e.g. [267], and close to the approach that we adopt
in Chapter 8. We want to estimate cosmological parameters from an observed
power spectrum. The observed power spectrum is usually split in several `-bins,
or bandpowers b, (e.g. 50 6 ` 6 100, 100 < ` 6 150, etc.), that are chosen so that
the signal has similar properties, in particular in terms of noise and foreground
contaminations, that can both significantly differ at various angular scales. For
each bandpower, we then form the data covariance matrix Ĉb, composed of all
power spectra for all observing frequencies. Assuming a model Cb for the data
covariance matrix, the cosmological parameter likelihood can be written as (up
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to a constant):

−2 logL ≡
∑
b

νb ×
[
tr(ĈbC

−1
b )− log det(ĈbC

−1
b )− nfreq

]
, (2.55)

where νb is the number of degrees of freedom per bandpower b.
If we want to estimate for example the Hubble constant, we express the true

covariance matrix Cb as a function of the Hubble constant following the under-
lying cosmological model. By minimising the likelihood Eq. (2.55) with respect
to this parameter, one then finds the best-fit value for the Hubble constant, in the
underlying model.

Moreover, we note that the model Cb should contain not only a cosmological
model for the parameter of interest, but also other contributions to the signal.
In particular, if the CMB map used to compute Ĉb is derived from a data set
containing foreground and instrumental contribution, the model Cb has to be
amended for these contributions to deproject them. If not, this can lead to bias in
the determination of cosmological parameter, as discussed in Chapter 8.

2.6.2 Delensing

As mentioned in the previous section, weak gravitational lensing by large
scale structures modifies the shape of CMB power spectra, and mixes E- and B-
modes. In the specific case of B-modes, delensing the CMB signal allows to access
pristine, unlensed CMB power spectra, and thus improve constraints on cosmo-
logical parameters, in particular the tensor-to-scalar ratio. Moreover, the recon-
structed lensing signal itself enables to constrain parameters relative to structure
formation rate and evolution. Lensing analysis is thus a complementary analy-
sis to the cosmological parameters estimation we just described, and can deliver
information about other processes and epochs of the history of the Universe.

Reconstructing the lensing potential

The first step in lensing analysis is to reconstruct the lensing potential Cφφ
` . To

do so, one can use either CMB or non-CMB data.

Lensing reconstruction from CMB When observing the CMB, we measure the
lensed signal, and the unlensed CMB signal is not a priori known. One thus
has to rely on statistical information to reconstruct the lensing field from CMB
data. One of the most popular method is to use quadratic estimators built from
CMB temperature and polarisation measurements. I present here the basis of this
method in the simplified case of full and flat sky. I follow the approach of [194],
which one should refer to for detailed derivation and more complex cases.

As shown in Eq (2.47 - 2.52), lensing mixes CMB fields from different multi-
poles, and therefore correlates modes over a range that depends directly on the
deflection angleR. We assume here that, similarly to CMB fields, the lensing field
is isotropic and Eq. (2.37) is thus correct to define lensed power spectra:

〈âX∗`m âX
′

`m〉 = δ``′δmm′Ĉ
XX′

` , (2.56)
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Considering an ensemble of CMB fields (T,E,B) lensed by a fixed deflection field,
this is however not true anymore. The multipole covariance for two fields (X,Y)
is written as:

〈âX∗`m âY`m〉 = δ``′δmm′C
XY
` +

∑
LM

(−1)M
(

` `′ L
m m′ −M

)
fXY`L`′φLM , (2.57)

with fXY`L`′ defined as:

fXY`L`′ ≡ sXF`L`′
[
ε`L`′Ĉ

′XY
` + β`L`′Ĉ

′Y X̄
`

]
+ sY F`′L`

[
ε`L`′Ĉ

XY
` + β`L`′Ĉ

Y X̄
`

]
, (2.58)

where sX and sY are the spin of the associated field (1 for temperature and 2 for
polarisation), and X̄ refers to the parity complement of X :

T̄ = 0

Ē = −B
B̄ = E. (2.59)

For a given observed realisation of the lensing field φLM , we construct an estima-
tor of the deflection as a weighed sum on multipole pairs:

φ̂XYLM ≡
AXYL√
L(L+ 1)

∑
`m

∑
`′m′

(−1)M
(

` `′ L
m m′ −M

)
gXY``′ (L)âX`mâ

Y
`′m′ , (2.60)

where gXY``′ (L) are the weights, and AXYL is a normalisation factor. We require that
the estimator is unbiased over CMB realisations for a fixed lensing field, i.e.:

〈φ̂XYLM〉 =
√
L(L+ 1)φLM , (2.61)

which leads to:

AXYL = L(L+ 1)(2L+ 1)

[∑
``′

gXY``′ (L)fXY`L`′

]−1

. (2.62)

The minimum variance estimator is then derived by minimising the variance of
the estimator 〈φXY ∗LM φXYLM〉with respect to the weights. One thus finds that:

gXY``′ (L) =
CXX
`′ CY Y

` fXY ∗`L`′ − (−1)`+L+`′CXY
` CXY

`′ fXY ∗`′L`

CXX
` CXX

`′ CY Y
` CY Y

`′ − (CXY
` CXY

`′ )
2 . (2.63)

Lensing reconstruction with non-CMB data Another option to estimate the
lensing potential is to use external matter field tracers such as galaxy surveys
or the CIB, as they probe the same underlying matter distribution (see section
3.1.1 for a more detailed review on ways to probe the matter distribution). The
method used to estimate the lensing potential is similar to the one above that uses
CMB data, with the notable difference that matter power spectra are used instead
of CMB power spectra.
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The reconstruction of the lensing potential using CMB data proves difficult to
extend to small scales (` & 1000). As temperature anisotropies are dominated by
secondary anisotropies other than lensing, this requires the measurements of po-
larisation anisotropies at high resolution [191, 241], which depends on the beam
size of the instrument and its sensitivity. The reconstruction at small scales is not
an issue when using the matter power spectrum, that can probe the matter field
at very high `, better than CMB polarisation, and these methods are forecasted
to be more efficient than internal reconstruction [173, 244]. However, they come
with two main drawbacks: they potentially source additional biases, as some ef-
fects are not controlled (in particular instrumental systematics), and they do not
probe high redshift sources that contribute to the CMB lensing potential.

Delensing in practice

Lensing B-modes are a major contaminant to primordial B-modes, as shown
in Figures 2.7 and 2.9. This is all the more true for modern experiments targeting
low values of r. The general idea of delensing is to estimate the lensing B-modes
power spectrum and to subtract it from the observed B-modes spectrum so to
keep only primordial B-modes. In practice, this is done by using Eq. (2.52) (or an
equivalent expression derived at higher order), which requires an estimation of
the lensing potential, obtained by either external or internal delensing.

Moreover, we note that lensing of E into B-modes appears as a white noise
(independent of the angular scale) contaminant, equivalent to a ' 5µK.arcmin
noise level. If the instrumental noise in polarisation is much higher than this
level, delensing does not have much impact, as the instrumental noise dominates
the uncertainty. The characterisation of the polarisation noise is usually achieved
using E-modes measurements: since primordial B-modes are low, one can assume
that the leakage from B to E-modes due to lensing is negligible. One can therefore
use E-modes as a tracer for polarisation instrumental noise. This is also true for
other instrumental characteristics that have to be precisely characterised using
E-modes data as they could bias lensing reconstruction if not properly taken into
account [249].

Some experiments, such as the Simons Observatory and LiteBIRD, do not plan
on delensing to achieve baseline performance, while other experiments, such
as CMB-Stage 4, assume a certain level of delensing in the science forecast (see
Chapter 5). One should note that, in nearly all cases, there is something to gain if
delensing is performed successfully.

Constraining the early Universe

To conclude this section on lensing and delensing, one should not forget that
lensing B-modes are not only a contaminant in the search for primordial B-modes,
but also a probe to study early Universe physics and structure formation, in par-
ticular the dark energy equation of state and the sum of neutrino masses [163].

Dark energy As a tracer of large scale structures and matter distribution, lens-
ing is sensitive to the dark energy equation of state parameter (for an equation of
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Figure 2.10 – B-modes power spectrum for various of values of w0 and wa (from
top to bottom): w0 = 0.8 and wa = 0.24 (dotted line), w0 = 0.9 and wa = 0.5 (solid

line), w0 = 0.965 and wa = 0.665 (dashed line).
Credit: V. Acquaviva & C. Baccigalupi [3]

state as defined in Eq. (1.25)):

w(a) = w0 + wa(1 + a), (2.64)

where w0 is the current value, and wa its derivative with respect to the scale factor
a. Dark matter models predict various values for these parameters, and a way to
probe them is by using CMB lensing power spectra [3]. In particular, the position
of the B-modes lensing peak is sensitive to these parameters, as shown in Figure
2.10.

Neutrinos Although very hard to detect because of the low interaction rate, the
cosmological neutrino number density is the second highest in the Universe after
CMB photons (see section 3.3.2 on the Cosmic Neutrino Background). Therefore,
even if their masses are very small, they play an important role in the dynamics of
the Universe. In particular, large cosmic scales are sensitive to neutrinos effects.

In the early Universe, neutrinos are fully relativistic, and therefore are part
of the radiative energy content of the Universe (and not the matter one). Their
contribution to the energy density can be written as

ρν,rad = ργ

[
1 +

7

8

(
4

11

) 4
3

Neff

]
, (2.65)

where Neff is the so-called effective number of relativistic species. If neutrinos de-
coupled instantaneously from radiation and had no flavor oscillations,Neff would
be equal to 3. Theoretical models, taking into account QED corrections, predict
Neff = 3.045 [75]. The best currently available constraint, derived from lensing
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observations by Planck combined with measurements of Baryon Acoustic Oscil-
lations (BAO - see section 3.1.1) is [215]:

Neff = 2.99± 0.17, (2.66)

in good agreement with the predicted value.
Once neutrinos have become non relativistic at low redshift, they have to be

considered as matter rather than radiation, and their density parameter can be
expressed as follows:

Ωνh
2 =

Σmν

93.14eV
, (2.67)

where the sum is taken over all three neutrino species. The effect of massive neu-
trinos on the (unlensed) CMB power spectrum can be detected at low ` because
of the ISW effect (see section 2.4.2), but this is not enough to constrain neutrino
masses because of cosmic variance limitations.

The lensed power spectrum is however more sensitive to these effects. Before
becoming non-relativistic, neutrinos free stream regardless of primordial density
fluctuations, and they suppress power in the matter power spectrum on scales
below the matter-radiation equality scale. One can therefore use the CMB lens-
ing signal to reconstruct the matter lensing potential and power spectrum, and
therefore constrain the sum of neutrino masses through large scale structures for-
mation. The best upper limit on neutrino masses comes from the combination of
CMB anisotropies and lensing, Lyman-α and BAO data [197]:

Σmν < 0.09 eV, (2.68)

at 95 % confidence level.
These two quantities -Neff and Σmν - play a key role in cosmology, and impact

in particular the expansion rate as well as the CMB and matter power spectra.
Neutrino physics, in particular the precise determination of their masses, is a rich
and active area of research, where cosmologists and particle physicists work side
by side. In particular, a value of Neff higher than the standard model prediction
could be a hint for new physics beyond the standard model, including axions
[52, 174], sterile neutrinos [2], or even dark photons, which would interact with
dark matter. The currently available constraints will also be improved thanks to
the deployment of experiments dedicated to large scale structures formation and
evolution, such as the Dark Energy Spectroscopic Instrument9 (DESI), the Vera
Rubin Observatory and the space mission Euclid.

2.7 CMB observables beyond anisotropies

Over the past 30 years, more and more observations of the CMB have accu-
mulated, mostly measurements of its temperature and polarisation anisotropies,
all of them remarkably confirming the standard cosmological model10. The de-
tection of primordial B-modes would be a long awaited confirmation of inflation

9 https://www.desi.lbl.gov/
10 The Hubble constant measurement discrepancy is currently the main tension in the ΛCDM

model, but as discussed in section 1.1.4 there are several leads to release this tension.
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theories. More than that, once they are detected, measurement of their angular
power spectrum over a wide range of scales would open the way for new physics,
probing always further the primordial Universe.

Besides temperature and polarisation anisotropies, other characteristics of the
CMB signal can be used to detect and study the hypothetical inflationary pro-
cess. They are also powerful probes to learn about the Universe and physics in
a broader frame. Localised spectral distortions due to the Sunyaev-Zel’dovich
effects have been detected as early as 1983, but large population studies and pre-
cise measurements are only a mere ten years old, and are a promising new probe
for galaxy clusters science as I detail in section 2.7.1. When it comes to larger
angular scale effects, global spectral distortions (section 2.7.2) - deviation from
the monopole signal on large angular scales - and primordial non-Gaussianity
(section 2.7.3) have gathered the most interest in the prospect of future experi-
ments. In particular, spectral distortions are a very rich topic, since they can be
used to probe not only inflation, but also other physical processes. Finally, in sec-
tion 2.7.4, I introduce cosmic birefringence, an effect predicted by various models
going beyond standard physics, that would potentially affect CMB polarisation.

2.7.1 Cluster science with the Sunyaev-Zel’dovich effect

The CMB is a snapshot of the Universe 300 000 years after the Big-Bang. As
I already mentioned, primary over-densities later evolved to form large scale
structures observed today. Between the last scattering surface where it is emitted
and its detection on Earth, CMB photons travel through 13 billion years of Uni-
verse history. Although these interactions are hindering our capabilities to detect
primordial features in the CMB signal, we can also make use of them to probe
physics taking place between the last scattering surface and us, and in particular
to study galaxy cluster formation and properties.

Galaxy clusters

Galaxy clusters are gravitationally bound structures consisting of hundreds to
thousands of galaxies. They are the biggest structures to decouple from the over-
all expansion of the Universe, and were long thought to be the biggest structures
of the Universe, until superclusters were discovered in the 1980s. Yet, with their
masses of 1014 - 1015 solar masses and radius of a few to 10 Mpc, they are amongst
the most massive objects in the Universe. This is true only to a certain extent
since the existence of superclusters and cosmic filaments has been confirmed (as
shown in Figure 1.5, but these bigger structures are not gravitationnaly bound.

Between galaxies forming a cluster, there is diffuse hot gas, the so-called intr-
acluster medium (ICM). The ICM accounts for ∼ 10 % of a typical cluster mass,
while galaxies themselves host only ∼ 1 % of the total mass, and dark matter
accounts for all the remaining mass. Galaxy clusters can be observed from the
ground in visible light, but they also strongly emit in the X-ray domain, not ob-
servable from the ground. The development of high-resolution, space-based X-
ray observatories such as Chandra11 and XMM-Newton12 have allowed to probe

11 https://chandra.harvard.edu
12 https://sci.esa.int/web/xmm-newton/
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high energy processes such as shock waves resulting from AGN.

Imaging clusters with the CMB

Introduced in section 2.4.1, Sunyaev-Zel’dovich effects (thermal and kinetic)
are the reverse Compton scattering of CMB photons by the hot ICM. The thermal
SZ effect induces a localised distortion of the CMB spectrum, with a reduced
intensity at low frequency and an enhanced one at high frequency. This localised
effect requires high angular and spectroscopic resolutions in CMB observation to
be detected: predicted in 1972, the thermal effect was detected for the first time
in three galaxy clusters in 1984 [35], and the kinetic one only in 2012, both in
an individual cluster [188] and in a statistical study of a wide cluster population
[115]. SZ clusters have been mapped by Planck [212], and are considered as a
foreground that has to be removed when one is interested in CMB anisotropies.

However, SZ effects are not just a contaminant to CMB. Thanks to new high
resolution ground-based telescopes, we are now able to image SZ clusters in the
radio domain with a high angular resolution, up to 20” with NIKA13 [5], and up
to 5” thanks to interferometry with ALMA14 [145]. These high resolution observa-
tions, combined with X-ray observations, are a powerful probe to explore cluster
science and the ICM, and in particular the distribution of matter and dark matter
in galaxy clusters.

The X-ray intensity probes the electron density ne along the line-of-sight dl:

IX =

∫
dl n2

e Λ(TX), (2.69)

where Λ(TX) is the X-ray luminosity, and the SZ intensity probes the electron
temperature Te:

ISZ = gν
σT
me

∫
dl ne Te. (2.70)

The comparison of images at the same angular resolution therefore enables
studies of gas dynamics inside clusters, as shown for example in Figure 2.11.
Such observations have allowed to establish that gas motion in ICM shocks is
sub-sonic [273], and to reveal typical gas structures showing the dynamical state
of the ICM [6]. In particular, using the two observing frequencies of NIKA2 (150
GHz and 260 GHz), the kinematic Sunyaev-Zel’dovich effect was resolved for the
first time in a cluster in 2016 [4]. In particular, it revealed the dynamic inside the
cluster, with sub-clusters moving away and toward us, as shown in Figure 2.12.

These structures thus probe history and evolution of cluster formation, as well
as the local gravitational potential. This is of particular interest when one aims at
constraining the matter and dark matter distributions. Moreover, the SZ intensity
does not depend on redshift, when the X-rays scale as (1 + z)−4. At larger scales,
the cross-correlation of SZ maps with cluster maps at known redshift will allow
to map the gas pressure as a function of redshift, and thus help us progress in our

13 https://ipag.osug.fr/nika2/Welcome.html
14 https://www.almaobservatory.org/en/home/
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Figure 2.11 – Surface brightness of the X-ray (left) and the SZE (right) of RX
J1347.5–1145. The green cross marks the position of the central AGN.

Credit: S. Ueda et al. [273]

knowledge of large scale structure formation and evolution. To continue investi-
gating these effects with better sensitivity, several CMB experiments such as the
Simons Observatory or CMB-Stage 4 (see section 5.3.1) plan to have programs
dedicated to SZ science. The Cerro Chajnantor Atacama Telescope 15 CCAT-
prime, that should see first light in 2021, will also be partly dedicated to study
of SZ effects.

2.7.2 Spectral distortions

As detailed in the first chapter and shown for example in Figure 1.4, the CMB
spectrum follows the Planck’s law up to the 10−5 level. However, spectral distor-
tions are predicted by several processes, including inflation.

Typology

There are three main types of spectral distortions that can possibly be ob-
served in the CMB. All three types are related to effects taking place before or at
the time of recombination. Before recombination, the primordial plasma can be
heated by high energy processes, injecting photons at a temperature greater than
the background temperature. If this happens at high enough redshifts (z > few×
106), thermalisation processes such as Compton scattering are efficient enough so
that no spectral distortions are created, but the background temperature of the
plasma slightly increases, as shown in Figure 2.13. If the energy release occurs
at lower redshifts, two types of distortion can be distinguished depending on the
redshift, known as y and µ distortions. Later, around recombination, the free-free
distortion also affects the CMB spectrum at low frequency. One can refer to [54]
for a comprehensive review.

15 https://www.ccatobservatory.org/
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Figure 2.12 – Map of the cluster MACS J0717.5+3745 by NIKA2, showing the
two sub-clusters revealed by the kinetic SZ effect.
Credit: The NIKA Collaboration, R. Adam et al. [4]

Chemical potential distortion For 105 < z . few × 106, if high energy photons
are injected, they can not relax to the standard black body because the photon
number has to be conserved. The CMB spectrum therefore takes the shape of a
Bose-Einstein spectrum, with a non-zero chemical potential µ:

I(ν) ∝ ν3

e(ν−µ)/Tγ − 1
. (2.71)

This distortion can be characterised by the dimensionless parameter

µ̃ ≡ µ

Tγ
. (2.72)

Compton distortion At lower redshifts, 103 . z < 104, Compton scattering
stops to be efficient, so that full kinetic equilibrium between electrons and pho-
tons can not be achieved anymore. The CMB spectrum is therefore distorted to-
wards higher frequencies, creating an excess of power in this region of the spec-
trum. This is the same process that generates Sunyaev-Zel’dovich effects, with
the notable difference that in this case, the effect is isotropic and observable across
the entire sky, while the SZ effect is a cluster-scale, localised effect. This Compton
distortion is characterised by a Compton parameter:

y =

∫
σTne

Te − Tγ
me

dl. (2.73)
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Figure 2.13 – Spectral distortions in the CMB depending on the redshift of the
energy release.

Credit: J. Chluba [55]

where the integral is along the photon path, and with me the electron mass, ne
their density, Te their temperature and Tγ the photon temperature.

Free-free distortion Free-free emission, or brehmsstrahlung, is the emission of
photons by a charged particle deflected and decelerated by another charged par-
ticle. In the CMB, it is often electrons scattered by charged particles - first nuclei
for example - and it therefore occurs when first nuclei have formed, at the begin-
ning of recombination z ∼ 103. The effect on the CMB can be quantified by the
parameter

Yff =

∫
κ

(
1− Tγ

Te

)
dl, (2.74)

where the integral is again along the photon path and κ depends on the electron
temperature and density, and the photon bath temperature.

A road to new physics?

There is wide range of topics for which studying CMB spectral distortions
would help constrain a potential new physics, or rule out some models. I intro-
duce some of them here to give an overview of the broad science which is left to
do, and one can refer to the review given in the Voyage 2050 Spectral Distortions
white paper [53] for more details.

Inflation Spectral distortions, and in particular µ distortion (chemical poten-
tial) are particularly sensitive to the running of the spectral index of the density
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power spectrum (defined in Eq. (1.95)), i.e. its shape deviations from a scale in-
variant spectrum. Measuring µ distortions with a higher precision would help
to constrain this parameter, and therefore set tighter constrains on inflationary
slow-roll models.

Primordial non-Gaussianity Non-Gaussianity in the primordial Universe would
generate coupling between short- and long-wavelength modes, enhancing spa-
tial anisotropy in the spectral distortions. The angular cross-correlation between
the temperature field and the µ distortion field would help to discriminate be-
tween single- and multi-field inflation (a more detailed review on primordial
non-Gaussianity can be found in the next section).

Dark matter Annihilating and decaying particles can generate spectral distor-
tions. In the case of dark matter, the detection of specific signatures in the spectral
distortions of the CMB would allow to discriminate between several dark matter
models. This is true for decays happening in the early Universe, but also in the
case of secondary distortions, caused by processes happening after recombina-
tion.

Axions and axion-like particles are hypothetical particles postulated to resolve
the strong CP problem, and they are natural candidates for dark matter. Sev-
eral particle physics experiments are on-going to detect them directly. They are
also expected to interact with photons in the presence of an external magnetic
field, leading to oscillations between photons and axions. CMB photons going
through cosmic and galactic magnetic fields could therefore be affected by these
oscillations, leading to spatially varying spectral distortions, depending on the
distribution of both dark matter and magnetic fields on the line-of-sight.

Another candidate for dark matter is primordial black holes, which could af-
fect the CMB spectrum by dissipating some of the large density perturbations
that collapse in primordial black holes, and by electromagnetic particles emitted
by evaporating black holes through Hawking radiation.

Measurements

As of 2020, the best upper limits on CMB spectral distortions are the ones
conducted by the spectrometer FIRAS on COBE [101], presented in Table 2.1.

More recent CMB space probes - WMAP and Planck - have indeed been fo-
cusing exclusively on temperature anisotropies and did not have a spectrometer
on board. However, in the past few years, there has been proposals for a next
frontier CMB experiment targeting spectral distortions, for example PIXIE [148],

Distortion type Upper limit
Compton |y| < 1.9× 10−5

Chemical potential |µ̃| < 9× 10−5

Free-free |Yff | < 1.5× 10−5

Table 2.1 – Upper limits on CMB spectral distortion parameters
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PRISM [12] or more recently PRISTINE16. None of these mission concepts have
been selected so far, but they are considered in the context of Voyage 2050, ESA’s
next long term planning of scientific missions.

2.7.3 Primordial non-Gaussianity

So far, we have assumed that any CMB field (temperature or polarisation) is
Gaussian, and can therefore be fully described by its two point correlation func-
tion, i.e. its power spectrum. However, it is predicted that the inflation process
would introduce some level of non linearity in the CMB, generating second order
perturbations and non-Gaussianity. The level of the predicted effects is model-
dependent, and could therefore be used to further differentiate between models
of inflation.

High order statistics

To probe CMB non-Gaussianity, one has to extend the power spectrum anal-
ysis presented in section 2.5 to high order statistics. The three-point correlation
function, known as the bispectrum, is the lowest order statistics which vanishes
for Gaussian fields. As it is computationally more tractable than higher order
statistics (e.g. trispectrum), which quickly become computationally prohibitive,
it is therefore favoured as a first step in the analysis. The bispectrum for three
fields X , Y and Z is defined as:

Bmm′m′′

``′`′′ ≡ 〈aX`maY`′m′aZ`′′m′′〉 ≡ G``
′`′′

mn′m′′b
XY Z
``′`′′ , (2.75)

where bXY Z``′`′′ is the reduced bispectrum and G``′`′′mn′m′′ is known as the Gaunt integral:

G``′`′′mm′m′′ ≡
∫
dΩsY`m(n)dΩs′Y`′m′(n

′)dΩs′′Y`′′m′′(n
′′). (2.76)

From the bispectrum, a non-linearity parameter fNL can be estimated, that mea-
sures deviations from the linear spectrum in Fourier space. Given theoretical
bi-spectrum templates computed with Eq. (2.75), one can compute an estimator
f̂NL [181]

f̂NL =
1

N

∑
`m

Bmm′m′′

``′`′′
a`m
C`

a`′m′

C`′

a`′′m′′

C ′`′
. (2.77)

where N is the total number of modes. A brute force implementation of this for-
mula scales as `5

max, which makes it computationally challenging if not impossible
to achieve in a reasonable time. Several analytical and numerical methods have
therefore been developed to compute f̂NL more efficiently under some separabil-
ity assumptions. Examples and useful references can be found in [219].

The generic f̂NL estimator can also be refined and broken down to several es-
timators probing different types of non-Gaussianity, depending on their sources.
In particular, one has to distinguish primordial non-Gaussianity arising from in-
flation, from late non-Gaussianity induced by the ISW and Rees-Sciama effects,
point-source contamination or lensing [21].

16 https://www.ias.u-psud.fr/en/content/pristine.
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We focus here on inflation-driven non-Gaussianity, where fNL can be con-
nected to inflation parameters.

From inflation to non-Gaussianity

Since density fluctuations in the early Universe arise from quantum fluctua-
tions of a scalar field, their statistics is Gaussian as long as they evolve linearly.
However, in the single field slow-roll inflation model, if non linear terms become
dominant in the equations describing the dynamics of the scalar field Eq. (1.72 -
1.73), non linearity can induce a small level of non-Gaussianity at the second or-
der in perturbations. Another hypothesis in the framework of single field models
is to consider a characteristic scale for which the derivative of the potential varies
quickly, hence introducing non-Gaussianity at this scale.

The generation of non-Gaussianity in single field inflation models is however
limited. Considering more complex models, it is nevertheless possible to explain
the generation of non-Gaussianity that would be easier to detect. The main mod-
els predicting an important level of non-Gaussianity are listed below, and one can
refer to the review [20] for more details:

• topological defects generated in the early Universe during phase transi-
tions;

• multi-field inflation: in this situation, the auxiliary field can be non-Gaussian
and affect isocurvature fluctuations without modifying the general dynam-
ics of inflation;

• curvaton models, where a scalar field generates curvature fluctuations at
late times (when the inflaton field has decayed), and does not impact the
dynamics of inflation itself.

Without diving into the details of all these models, primordial non linearity
can be represented quite easily for a wide range of models by the following equa-
tion [149]

Φ = Φlin + fNL

(
Φ2

lin − 〈Φ2
lin〉
)

+ gNL

(
Φ3

lin − 〈Φ2
lin〉Φlin

)
+ ... (2.78)

where Φ is the large-scale gravitational potential, Φlin its linear Gaussian contri-
bution, and fNL and gNL) are respectively the first and second order non-linearity
parameter - note that the sum can in theory be indefinitely expanded.

Measurements

The most recent results on primordial non-Gaussianity were derived from
Planck data, and presented in the Planck 2018 data release in a dedicated arti-
cle [219]. The current results on various fNL are consistent with the ΛCDM model
(i.e. compatible with zero!), but also with expectations from single field slow
roll inflation. They also put constraints on more exotic inflation models, without
ruling them out. However, given the uncertainty, it is currently impossible to con-
clude on any favored model. Improving sensitivity on fNL is therefore necessary
to be able to produce discriminatory results on inflation models from primordial
non-Gaussianity.
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2.7.4 Cosmic birefringence

In optics, birefringence refers to materials having their refractive index depen-
dent on the polarisation and the direction of propagation of light. When it comes
to cosmology, cosmic birefringence describes the rotation of the polarisation an-
gle of the CMB, turning polarisation E-modes into B-modes, and vice-versa. In
particular, it generates non-zero CTB

` and CEB
` power spectra.

Mechanisms

To a large extent, one can attribute cosmic birefringence to two major mecha-
nisms: Chern-Simons effect and Faraday rotation.

Chern-Simons effect The Chern-Simons mechanism describes the coupling be-
tween CMB photons and a generic pseudo-scalar field φ. This type of fields can
be associated with axion-like particles, and their existence is predicted by string
theory. This coupling generates a rotation of the CMB polarisation angle [50]:

α =
∆a gaγ

2
, (2.79)

where ∆a is the change of pseudo-scalar field over CMB photons trajectory, and
gaγ is the Chern-Simons coupling coefficient. Irrespective of the absolute value of
∆a, which is likely to be very small, its spatial variation can generate anisotropy
in α, whose power spectrum can be expressed as [33]:√

`(`+ 1)Cαα
`

2π
=
HI gaγ

4π
, (2.80)

where HI ≡ 2πmP

√
Asr/8 is the inflationary Hubble parameter. The measure-

ment of this spectrum would help to determine if cosmic birefringence is corre-
lated with primordial density perturbations, parametrised by their amplitude As
and the tensor-to-scalar ratio r [44].

Faraday rotation Faraday rotation is the rotation of polarised light proportional
to the magnetic field component that is parallel to the direction of propagation.
Faraday rotation of CMB polarisation can be used to probe Primordial Magnetic
Fields (PMF). PMF are weak magnetic fields of the early Universe, postulated to
explain the presence of currently observed galactic magnetic fields. They would
be of very low amplitude, smaller than nG (1G = 10-4T), and could have affected
CMB polarisation at recombination. As for Chern-Simons-induced birefringence,
regardless of their amplitude, their anisotropy can be probed through the power
spectrum of the polarisation angle [44]:√

`(`+ 1)Cαα
`

2π
= 1.9× 10−4

( ν

150GHZ

)2
(
B1Mpc

1nG

)
, (2.81)

where B1Mpc is the magnetic field averaged over 1 Mpc.
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Measurements

Cαα
` can be estimated from CEE

` and CBB
` , using a similar method to the one

used for lensing reconstruction introduced in section 2.6.2. As for the lensing
estimator, the unnormalized quadratic estimator for α is constructed as a combi-
nation of E and B-modes, using appropriate weights [139], different from the ones
used for lensing. From the recovered value of α, the associated power spectrum
Cαα
` can be reconstructed.

The current best upper limits on cosmic birefringence are set by the Atacama
Cosmology Telescope17 (ACT) for the Chern-Simons effect [192]:

gaγ ≤
2× 10−2

HI

, (2.82)

and by the BICEP/Keck experiment for primordial magnetic fields [33]:

B1Mpc ≤ 30nG, (2.83)

both with a 95% confidence level (2σ).

Calibration challenges In order to estimate Cαα
` with the required precision,

the polarisation angle of the instrument itself has to be very carefully calibrated.
This is something which is very difficult to achieve in observing conditions, and
several techniques have been proposed. A good measurement can be obtained
by observing a far-field polarised source, such as Tau A (Crab nebula). However,
this kind of measurement is always contingent to how well we know the polari-
sation of Tau A, with current precision being 0.33° [15]. A method has been pro-
posed to estimate simultaneously miscalibrated polarisation and birefringence
angles [184], but it has never been applied to real data yet. The work presented
in Chapter 7 also addresses polarisation angle modelling and calibration, and can
therefore be an important tool for later measurements of cosmic birefringence.

Thanks to precision measurements of CMB temperature, polarisation and lens-
ing, as they are available to today’s cosmologists, the value of most of cosmolog-
ical parameters - those of the ΛCDM model and other observables such as the
Hubble constant - can be accurately determined. However, many challenges still
remain, in particular the detection of primordial B-modes, on which I focus in the
following. Furthermore, as outlined in this last section, the CMB signal is very
rich and many of its characteristics other than anisotropies and lensing can be
exploited as new probes.

Nevertheless, as precise as CMB science may be, in the typical case of H0 that
I presented in section 1.1.4, the determination of this parameter using different
observables (CMB, supernovae, etc.) leads to strikingly different values. This can
be due to unknown systematics in one of the methods, insufficient modelling of
some instrumental and/or astrophysical effects... or new physics! This particular
case stresses out the fact that our understanding of the Universe can not rely on
only one observable - even if it can apparently constrain many parameters as
the CMB does. Moreover, the uncertainty on some parameters, such as the sum

17 https://act.princeton.edu/
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of neutrino masses, can be significantly reduced using other observables such
as galaxy clustering. In the next chapter, I provide a more detailed review of
multi observables cosmology, and how this is a powerful and necessary method
to ensure that we have minimum biases in our Universe understanding.
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Multi-probe cosmology
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The Cosmic Microwave Background is a powerful observational tool to probe
the early Universe and fundamental laws of physics... but not the only one! Mod-
ern cosmology relies more and more on other objects than the CMB, for example
the matter distribution, supernovae, quasars, etc. Each of these objects can pro-
vide information from various observable effects: for example, for the CMB, we
have access to temperature and polarisation anisotropies, but also spectral dis-
tortion, non-Gaussianity and SZ effects, as detailed in the previous chapter. The
same is true for other cosmological and astronomical objects: each of them offers
a collection of observables that can be studied using different probes. All these
observables and probes can be combined in various ways (cross-correlation, joint
study, comparisons of independent results, etc.).

Moreover, to have a more complete and robust picture of the Universe and
its laws, we have to leave the field of usual electromagnetic radiation observa-
tions, and delve into multi-messenger astrophysics and particle physics. With
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multi-messenger astrophysics, one has access to new tools, to probe either the
same objects as electromagnetic observations, or different ones. For example, su-
pernovae have been observed both with neutrinos and with visible light, and are
also expected to produce gravitational waves.

Describing in details observables of cosmological interest, probes available to
study them, and various messengers they emit would be way beyond the scope
of this chapter. Instead, I aim at reviewing a few key concepts of multi-probe
cosmology: in section 3.1, I detail the large scale structures observables that can be
used to probe the matter field, and in section 3.2, I focus on supernovae as a probe
of cosmological expansion. I then give a brief review of other messengers used
in astrophysics and cosmology in section 3.3, and I conclude this chapter with a
note on particle physics for cosmology in section 3.4. None of these sections are
intended to be exhaustive, so this chapter should rather be seen as an introduction
to some aspects of multi-probe cosmology.

3.1 Matter distribution

Reconstructing the matter field is of crucial importance in cosmology to un-
derstand large scale structure evolution, as well as for CMB lensing analysis. We
also know very little about the dark ages and reionisation, while we expect first
galaxies and clusters to form during this period.

However, the matter field is much more complex to observe than, e.g., the
CMB. First of all, most of the matter in the Universe is not directly observable at
all, since dark matter accounts for roughly 30% on the Universe content, while or-
dinary matters represents only 5%. The matter field can nevertheless be observed,
using different probes (galaxy clusters, hydrogen clouds, line-of-sight integrated
signal, etc.), and each of them tells us something different, and complementary,
about it.

Reconstructing the matter distribution is therefore not a straightforward task,
and by using different probes, one can estimate it at different epochs in the history
of the Universe. Observations probe mostly ordinary matter, but are also used
to reconstruct the underlying dark matter field. This section details the most
common probes used to study matter distribution.

3.1.1 Large scale structures

Galaxy clusters emerge from the gravitational collapse of large scale initial
perturbations, around 100h−1Mpc. On larger scales, structure evolution is linear
and driven by gravity, whereas for smaller scales, dynamical effects such as hot
gas start playing a role. As they are at the interface between these two scales,
galaxy clusters are of particular importance for both astrophysics and cosmology
[38].

Galaxy cluster science is indeed a very broad and promising topic, in partic-
ular in the coming era of large sky surveys like Euclid or the Vera Rubin Obser-
vatory. These modern surveys will measure the position and distance (through
redshift) of billions of galaxies. These data catalogues are of huge importance to
estimate the matter field δ and its evolution.
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The latter can be synthesised as:

〈δ2〉 = σ2
8D(z)P0(k), (3.1)

where P0(k) is the initial power spectrum of the matter field, σ8 quantifies the
amplitude of the matter power spectrum at 8h−1Mpc, and D(z) is the growth
factor. The determination of δ and other related cosmological parameters can be
achieved by several tracers, all of them relying on galaxy surveys.

Baryon Acoustic Oscillations

As detailed in the previous chapter, density fluctuations in the primordial
plasma give birth to acoustic oscillations. These acoustic oscillations prior to the
recombination are not only reflected in the acoustic peaks of the CMB power spec-
tra (see section 2.5.2), but are also expected to have left imprints on the matter dis-
tribution. After recombination, over-dense and under-dense regions stay frozen,
and over-densities collapse under gravity, forming the first stars and galaxies.
The distribution of galaxy clusters over the sky therefore also exhibits a specific
spatial pattern due to these oscillations, the so-called Baryon Acoustic Oscilla-
tions (BAO) peaks. By measuring the 3D-distribution of hundreds of galaxy clus-
ters, it is therefore possible to infer the sound horizon at recombination. This
provides a powerful consistency test to cross-check CMB observations [8].

Moreover, the galaxy distribution δg can be related to the matter field δ with

δg ∼ bδ, (3.2)

with b = 1.83±0.06 as measured by the Dark Energy Survey1 (DES) collaboration
[71].

BAO are also useful to study dark energy: as galaxies can be observed at
multiple redshifts (unlike the CMB), they provide information on dark energy
at different epochs of the Universe, i.e. at times when the dark energy density pa-
rameter was not the same as today. BAO thus provide an excellent probe for the
accelerated expansion of the Universe [23], and, like the sound horizon measured
in the CMB, constitute a standard-ruler. We also mentioned in section 2.6.2 the
importance of BAO (combined with CMB lensing) to constrain neutrino proper-
ties.

Gravitational lensing

I have introduced the gravitational lensing of CMB photons by massive galaxy
clusters in section 2.4.2. The light emitted by galaxy clusters itself is subject to the
same phenomenon: light rays from distant clusters are deflected by other massive
clusters on the line-of-sight. However, if lensing is an observational barrier when
it comes to CMB observation, it is a powerful tool in cluster science to probe
masses of galaxy clusters, and thus study baryonic and dark matter distribution.
Strong gravitational lensing refers to objects that are lensed so much that several
images of the background objects are created - as illustrated in Figure 3.1.

1 https://www.darkenergysurvey.org/
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However, we focus here on weak lensing, which is a more powerful tool to
constraint the matter distribution. The principle is, on a large galaxy catalogue, to
study galaxies that exhibit a shear in their shape, and appear slightly elongated
in one direction because of lensing. Averaging over a given patch of the sky,
there should be no preferred direction. However, if all galaxies are lensed by
the same matter field, a locally favoured orientation will naturally arise. As for
CMB polarisation, this cosmic shear can be decomposed into E and B-modes.
Positive E-modes are created by over-densities, while negative ones arise from
under-densities.

One drawback to this method is that nothing looks more like a lensed galaxy
than... an unlensed galaxy! but whose shape has been affected by the atmo-
sphere, or the PSF (point spread function) of the instrument. It is possible to
mitigate these effects during data analysis [127] by observing a large popula-
tion of stars, but techniques seeking to minimise these effects at an instrument
level, such as adaptive optics, are particularly useful in this situation. Moreover,
a lensed galaxy can easily be mistaken for two overlapping galaxies on the line-of-
sight. With the upcoming surveys of billions of galaxies, the automatic detection
of lensed galaxies therefore represents a huge challenge. This so-called deblend-
ing process has recently received a huge boost with the help of neural networks,
that allow to automatically deblend galaxies and discriminate between blended
and lensed galaxies [39, 226].

Redshift-space distortions

In most cases, we do not directly measure the distance to a given galaxy but
rather its redshift, although distance measurements are possible using standard

Figure 3.1 – SDSS J0928+2031 lensing system, showing strong lensing of
background galaxies.

Credit: ESA/Hubble & NASA, M. Gladders et al.
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candles such as type Ia supernovae, as detailed in section 3.2. Using Hubble’s
law, one can then reconstruct the distance from redshift measurement, but the
mapping between these two quantities is not straightforward: in addition to the
cosmological expansion, galaxies and clusters have their own peculiar motion,
which distorts the redshift-distance relation. These are the so-called redshift-
space distortions (RSD), which have two contributions:

• at small scales, random motion of galaxies within their local environment,
which produces a particular pattern in redshift space, elongated toward the
observer and nicknamed "Finger of God";

• at large scales, global motion due to gravitational potentials also affects
galaxy dynamics, which flattens the distribution on the line-of-sight [138].

Redshift-space distortions are, at first, hindering our capability to properly
map galaxy positions, but they can also be used to constrain the matter distri-
bution, using anisotropies in the measured galaxy power spectrum. In particu-
lar, one can infer the quantity fσ8, where f is the linear growth rate f ≡ d lnD

d ln a
,

by modelling redshift-space distortion and correct for their effect on the spec-
trum [204]. This approach is complementary to the one provided by weak lens-
ing measurements: while weak lensing probes integrated effects on the line-of-
sight due to both metric and localised effects, RSD probes only localised effects.
The growth of structures depends on redshift, and is crucial to understand the
dynamics of structures and galaxy formation. In the past 15 years, the grow-
ing number of large galaxy surveys, at various redshifts, allowed to probe RSD
and derive cosmological parameters from these measurements. In particular,
thanks to SDSS/BOSS2 surveys, fσ8 has been constrained at redshift z ∼ 0.3−0.6
[108, 109, 225]. These works also jointly constrain other parameters such as the
Hubble and density parameters, as a function of redshift, which makes RSD a
complementary probe to other measurements methods.

3.1.2 Lyman-α forest

The Lyman series is the well-known discrete spectral emission of the hydro-
gen atom when an electron relaxes from an excited state (ni ≥ 2) to the funda-
mental (nf = 1). The Lyman-α line is the first of these transitions, with ni = 2. It
produces a photon at 1215.67 Å, corresponding to a frequency of 2.47 × 1015 Hz.
This emission is therefore in the ultraviolet range, and is normally not observ-
able from Earth because it is blocked by the atmosphere. However, for distant
sources such as galaxies, this line is redshifted and can become observable from
the ground. In cosmology, it is not this emission line which is observed, but its
corresponding absorption line by neutral hydrogen clouds on the line-of-sight.

First detected in 1971 [170], the Lyman-α forest is a series of absorption lines
in the emission of distant quasars. Quasars are galaxies with an active nuclei
(AGN - Active Galactic Nuclei), whose emission comes from matter accreting to
a massive central black hole. The light they emit travels through the intergalactic
medium (IGM), and is absorbed by hydrogen generating Lyman-α absorption

2 https://www.sdss.org/surveys/boss/
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Figure 3.2 – Lyman-α forest for a close quasar (top) and a distant one (bottom)
Credit: Adapted from W. Keel

lines in its spectrum. Because this process is repeated several times at different
redshifts, the spectrum of the signal finally received on Earth exhibits several
lines at various frequencies: this range of absorption line is known as the Lyman-
α forest. The higher the redshift, the more emission lines in the forest, as shown
in Figure 3.2. The number and spectral localisation of absorption lines can thus be
used to directly probe clouds of neutral hydrogen in the IGM, and determine both
their spatial localisation and column density. The density of neutral hydrogen
can then be used to estimate the total baryon density, thus probing the matter
distribution. For a complete review of cosmology with Lyman-α observations,
one can refer to [281].

3.1.3 21 cm intensity mapping

Intensity mapping refers to techniques to observe large scale structures in the
Universe by measuring integrated radio emission along the line-of-sight. Inten-
sity mapping techniques can of course be used on a wide range of frequencies,
but there has been a recent growing interest in 21 cm intensity mapping for cos-
mology.

The 21 cm emission line originates from neutral hydrogen, and corresponds
to the transition between two sub-levels of the hyperfine structure of the funda-
mental level of the hydrogen atom. Once redshifted, this line can be detected on
Earth in a wide range of radio frequency. In particular, the frequency range of
interest for cosmology lies between 50 and 200 MHz. In this frequency range, 21
cm intensity mapping can be used to probe hydrogen clouds on the line-of-sight.
In particular, the epoch of reionisation when the Universe is gradually reionised
(see section 1.2.5) appears as holes in the 21 cm background. With the develop-
ment of giant radio experiments such as SKA3, 21 cm intensity mapping is one
of the most promising probes of the 21st century cosmology [24, 222]. However,
it is important to note that such experiments have to be located in radio-quiet
zones, because the signal they seek to detect is in the same band as Earth-based
radio communication. Moreover, they have to deal with an important foreground

3 https://www.skatelescope.org/
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Figure 3.3 – Absorption profile detected by EDGES. The different lines
correspond to various instrumental and data pipeline configuration to test for

systematic effects
Credit: J. Bowman et al. [40]

contamination.
In 2018, the Experiment to Detect Global EoR Signature4 (EDGES), located in

the Australian desert, detected an absorption signal at 78 MHz at a redshift of
z ∼ 17 [40], shown in Figure 3.3. At such early stages in the Universe, neutral hy-
drogen is at thermal equilibrium with CMB photons, making the absorption line
of hydrogen impossible to observe. When first stars appear, they emit Lyman-α
photons, that are absorbed by neutral hydrogen, and then re-emitted. This pro-
cess modifies the distribution of electrons in hyperfine states, and consequently
lower the spin temperature of neutral hydrogen. Neutral hydrogen and CMB are
not at equilibrium anymore, and the 21 cm line of hydrogen becomes observable:
this phenomenon is known as the Wouthuysen–Field effect [99, 284].

However, the signal detected by EDGES has too big an amplitude to be ex-
plained by this effect, because it is highly unlikely that stars would be able to af-
fect neutral hydrogen that much, and at such early times. The other explanation
would be that primordial neutral hydrogen was already much cooler than ex-
pected, even without interaction with early stars. This cooling could result from
the interaction between baryons and dark matter [18]. The EDGES signal would
therefore be one of the first detections of dark matter not based on its gravita-
tional effects. Although it still needs to be confirmed by other experiments, this
detection paves the way for a very rich 21 cm cosmology era, in particular to
probe early stages of our Universe’s history.

4 https://www.haystack.mit.edu/ast/arrays/Edges/
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3.1.4 Cosmic Infrared Background

The Cosmic Infrared Background (CIB) is a high frequency signal (compared
to CMB), peaking around 1 THz, and present in all sky directions like the CMB.
Although it is not strictly speaking a foreground, it is nevertheless a contaminant
to CMB observations at high frequencies. It has therefore to be carefully modelled
and removed in CMB data analysis.

However, the CIB is not just an unwanted foreground! It is actually an inte-
grated signal, carrying contributions of most of the energy released during struc-
ture formation (stars and galaxies) since the CMB decoupling. It is therefore used
to constrain galaxy formation and evolution [120, 141, 209].

In particular, the anisotropies of the CIB can be mapped in the same way as
CMB anisotropies. This is used to trace dust and star forming regions, and is
therefore a useful probe to constrain star formation rates, at redshifts where stars
are not directly observable. Understanding galaxy formation and evolution also
allows us to constrain dark matter distribution. Recent measurements of CIB
anisotropies by Planck [261] call for a better modelling of the CIB, since current
measurements are not well understood given available theoretical models, in par-
ticular in the non-linear regime (bispectrum). The CIB is therefore a powerful
probe to understand the impact of dark matter distribution on galaxy formation
and evolution.

Probing the matter distribution can thus be achieved using a wide variety of
probes. These measurements are expected to flourish in the coming years with
the deployment and operation of several large scale surveys specifically targeting
matter distribution (both baryonic and dark), as well as dark energy. Since 2019,
DESI has been mapping about a third of the sky, measuring optical spectra of mil-
lions of galaxies and quasars. In 2020, the Vera Rubin Observatory should also
see its first light, and start investigating in particular weak gravitational lensing
and BAO as a function of redshift. These ground-based surveys will be com-
plemented by the space mission Euclid, whose launch is expected in 2022, and
that will also map gravitational lensing and BAO. These surveys, with unprece-
dented sky coverage and spectral precision, will enable to set better constraints
on the matter distribution and dark energy, using many of the probes mentioned
above (BAO, RSD, Lyman-α, lensing), as well as supernovae.

3.2 Supernovae

A supernova is a very powerful stellar explosion, of which several types exist,
depending on progenitor star(s). In this work, we refer only to so-called type Ia
supernovae, which are of interest for cosmology.

3.2.1 Standard candles

Determining distances is one of the greatest challenges in extragalactic astro-
physics and cosmology. When observing a galaxy or a distant object, we have
access to its redshift and its luminosity. Both of these quantities are however
only apparent quantities: they depend on the distance between the observer and
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the object... which is precisely what we are trying to determine! Cosmologists
therefore have to rely on specific properties of observed objects, that allow to
determine their distances (almost) unequivocally. Several so-called standard can-
dles are often used to get a more precise determination of distances, and calibrate
candles themselves.

The first standard candles ever discovered are cepheids, variable stars whose
period-luminosity relation was determined by Henrietta Leavitt in the 1910s [158,
159]. They were later used by Hubble in addition to redshifts to establish his law
in the late 1920s. Cepheids are still used in modern cosmology, but many other
standard candles have been discovered, in particular for distant objects. The most
precise ones are type Ia supernovae, used as standard candles since the early
1990s, because of their distinctive light curve5.

Supernovae light curve

Type Ia supernovae occur in binary systems where one of the stars is a white
dwarf, and the other one can be almost any other stellar object. The white dwarf
accretes matter from its companion star until it reaches the limit of carbon nuclear
fusion in its core. This triggers a chain reaction, consequently leading to an enor-
mous release of energy: the star can not sustain its own gravity anymore, and
unbinds. This results in a huge explosion, a shock wave and releases elements
formed in the core of the star in the interstellar medium - a key element of stellar
nucleosynthesis models.

Because of this very specific process that can happen only under precise con-
ditions of mass and temperature, type Ia supernovae exhibit a distinctive light
curve, shown in Figure 3.4. It is precisely because of this distinctive light curve
that supernovae are used as standard candles to measure cosmological distances.
The Phillips relationship [114, 206], first published in 1993, is a phenomenological
relation that correlates the intrinsic magnitude in B band (blue, centred at 436 nm)
with the decline of the supernovae light curve 15 days after the peak of emission
in the same band ∆m15(B) (see Figure 3.4):

Mmax(B) = −21.726 + 2.698 ∆m15(B). (3.3)

The apparent magnitude (the one measured) is defined as:

Mapp(X) ≡ −2.5 log

(
LX

4πd2

)
, (3.4)

where LX is the star intrinsic luminosity in band X, and d its distance to Earth.
By comparing the intrinsic magnitude as predicted by Phillips relationship, in
Eq. (3.3), to the observed one, one can therefore infer the distance to a given su-
pernova, and to its host galaxy.

3.2.2 Application to cosmology

Using type Ia supernovae as standard candles thus allows to determine dis-
tances with high precision, which has many applications to cosmology. Let us

5 For a complete overview of known standard candles, one can refer to https://
universe-review.ca/R02-07-candle.htm
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Figure 3.4 – Type Ia supernova typical magnitude curve, normalised to
maximum luminosity (m0), as a function of time. The peak is due to nickel

decay, while the tail comes from cobalt emission. The difference between peak
magnitude and magnitude 15 days after is used to calibrate luminosity distance

using the Phillips relationship.

mention two of the most interesting ones, that allow to probe the expansion and
the matter distribution of the Universe.

Hubble constant determination

The main advantage of type Ia supernovae compared to other types of stan-
dard candles is that they allow to probe distances up to a redshift of ∼ 1, corre-
sponding to 500 times further than cepheids. This is due to their high luminosity,
which can be as important as the one of their host galaxy when the supernova is at
its emission peak! Moreover, the method has been refined over the years, Phillips
relationship has been adapted to other magnitude band, and better calibrated.
This allows to reach a precision of 5% on distances - unless there are unknown
systematics that would explain the discrepancy between local and cosmological
H0 measurements. Some properties of the light curve and supernovae are indeed
correlated with the local star formation rate, and therefore measurements have
to be corrected for these effects [229]. As star formation rates change in time,
older and younger galaxies host supernovae that do not have the same proper-
ties when it comes to their light curve. If this effect is not properly modelled
and taken into account, it could distort the determination of the cosmological
parameters and the dark energy equation of state, as the latter derives from the
deceleration parameter measurements [230]. This issue is all the more important
as our capabilities to map the sky always deeper constantly improve, and thus
more distant, younger galaxies are observed.
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Peculiar velocities

Peculiar velocities refer to the component of a galaxy velocity not explained
by Hubble’s law, and therefore responsible for redshift-space distortion as ex-
plained in section 3.1.1. As outlined above, these velocities and resulting RSD
depend on matter distribution and can therefore be used to probe it. Moreover, it
is possible to infer directly peculiar velocities (without using RSD) by using type
Ia supernovae, thanks to their distinctive light curve.

Peculiar velocities depend on the matter field as:

~∇~v = −H0fδ, (3.5)

and the difference between the observed redshift z, and the cosmological one
purely due to expansion z̄ can be written as:

1 + z = (1 + z̄)
(

1 +
v

c

)
. (3.6)

The observed redshift is derived using the Tully-Fisher relation [272] for the host
galaxy, and the cosmological redshift of type Ia supernovae is determined thanks
to the light curve (see above). The observed redshift can therefore be used to
constrain peculiar velocity projected on the line-of-sight. From peculiar velocity,
one can then infer the total distribution of matter, including dark matter, using
Eq. (3.5). For a more complete review on type Ia supernovae and peculiar velocity,
one can refer to [111].

The use of supernovae in the determination of peculiar velocities thus opens
up new perspectives for the reconstruction of the matter field. As for the mat-
ter distribution, future surveys will enable further progress in distance determi-
nation with supernovae, that could help alleviate the Hubble constant tension.
Moreover, distance determination will benefit from the boom of multi-messenger
astrophysics, and in particular gravitational waves detection.

3.3 Multi-messenger observations

For most of astronomy and astrophysics history, observations relied on elec-
tromagnetic radiation. Until the 18th century (only 300 years ago!), physicists
and astronomers only knew about non separated white light, until Isaac New-
ton discovered the decomposition of visible light in 1704. A century later, in
1800, William Herschel discovered infrared radiation, followed a year later by
the discovery of ultraviolet radiation by Johann Ritter. In the 1860s, all these dis-
coveries were unified by James Maxwell, whose famous equations predicted the
existence of the entire electromagnetic spectrum. Things quickly accelerated in
the last quarter of the 19th century and beginning of the 20th century, with the dis-
covery of radio waves, X and γ-rays. The full electromagnetic spectrum is now
commonly used in astrophysics to probe various phenomena, and observing the
same object in several parts of the electromagnetic spectrum has become natural
to today’s astrophysicists.
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The next frontier is the so-called multi-messenger astrophysics: observations
using not only electromagnetic waves, but also the three other types of messen-
gers that we know of: gravitational waves, neutrinos and cosmic rays. I introduce
here hints of gravitational waves and neutrino astrophysics, and mention the first
results obtained thanks to the few multi-messenger events already detected. i.e.
when the same phenomenon is detected with two or more messengers, as well as
the progress expected in the coming decades from these observations.

3.3.1 Gravitational waves

Gravitational waves were predicted by Albert Einstein as a direct consequence
of his general relativity theory, as early as 1916 [89, 91]. At that time however, Ein-
stein himself doubted their existence, arguing that they could be nothing more
than a mathematical artefact due to the choice of coordinates. This interrogation
was resolved at the Chapel Hill conference in 1957 [28], where the community
was finally convinced that gravitational waves have a physical reality, and there-
fore must be detectable. It was the starting point of a long series of experiments
aiming at detecting gravitational waves. Their core idea, which is still used in
modern gravitational waves detector, is to detect the effect of a passing wave on
a massive test object, thus modifying its size. As the displacement of the object
was predicted to be of the order of 10−18 − 10−20m, the detection challenge was
huge!

In the 1960s, the American physicist Joseph Weber proposed a system made
of aluminium bars connected to piezoelectric sensors able to detect the passing
of a gravitational wave. Although he claimed detection of gravitational waves
in 1968, his results were doubtful because of potential faults in the data analysis,
and no similar experiment was never able to reproduce them.

The first convincing evidence for gravitational waves was however indirect.
In 1974, the first binary pulsar was discovered, allowing for new tests of gen-
eral relativity. In particular, in 1982, results reporting a very slow decay over
time of the pulsar period were published [282]. Such a phenomenon can only
be explained if the binary system looses energy in a non-electromagnetic form,
i.e. through gravitational waves. The first direct detection of gravitational waves
occurred only in 2015 [167], almost a century after Einstein’s prediction, using
interferometry, as detailed hereafter.

Sources

Gravitational waves can be emitted only by sources with a varying
quadrupole moment 6. This greatly limits the type of sources that can be observed
using gravitational waves. As described in section 1.3.3, primordial gravitational
waves can be generated in the primordial Universe. However, we focus here
on another type of sources: gravitational waves emitted by compact binary sys-
tems. This category encompasses a wide range of systems, in particular binary
black holes and neutron stars mergers. For a binary system, one can relate the

6 One can refer to Appendix B for the derivation of gravitational waves equations, as well as
emission and propagation mechanisms.
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Figure 3.5 – Gravitational wave spectrum sources and detectors
Credit: NASA Goddard Space Flight Center

frequency of the gravitational wave perturbation to the properties of their binary
source as7:

ωgrav.wave = 2× ωbinary = 2

√
GM

a3
, (3.7)

where M is the total mass of the binary system and a its semi-major axis. De-
pending on the nature of astrophysical objects, the frequency of the gravitational
waves thus varies, as shown in Figure 3.5.

One can also relate the amplitude of the gravitational wave h to the source
location and properties:

h =
(GM)5/3

c4RT 2/3
, (3.8)

with R the distance to the source and T its period.
The measurement of gravitational wave parameters as permitted by modern

observatories thus allows to estimate source parameters, and is a unique way to
study compact objects (black holes and neutron star) in the binary systems they
form.

Direct detection by interferometry

A passing gravitational wave locally modifies lengths, by stretching or dis-
tending space-time. Modern gravitational waves detectors use this effect to de-

7 In this section, usual units are used, not Planck ones.
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tect waves with a Michelson interferometer. Inspired by the historical Morley-
Michelson experiment [182], the ground work for modern gravitational waves
detector was laid in the 1970s, and the first detectors were completed in the early
2000s: LIGO8 and Virgo9.

When a wave passes through the detector, the two arms of the interferometer
do not have the same length anymore, and the interference figure is modified.
Detectors have to reach an exceptional sensitivity to detect gravitational waves.
The length modification induced by a passing wave is indeed proportional to the
amplitude of the gravitational wave h, times the initial length of the arm L. For a
typical wave with an amplitude of h = 10−21 and an arm of L = 3 km, the detector
should be sensitive to ∆L ∼ 10−18 m! To achieve this, the Michelson interferome-
ters used as detectors have to be isolated from environmental noises (in particular
seismic noise), and other sources of noise (technical noise and fundamental noise)
have to be mitigated when possible, and otherwise carefully monitored to be ac-
counted for during data analysis. In addition to that, gravitational wave detectors
use Fabry-Pérot cavities [97] to increase the length of the optical path, without
increasing physical arm length. This device allows to amplify the gravitational
wave signal, and also filters some sources of noise such as laser fluctuations and
radio-frequency noise.

In 2015, LIGO detected a gravitational wave for the first time [167], the merger
of two black holes of around 30 and 35 solar masses. Since then, dozens of events
have been recorded, an ever-increasing number as experimental sensitivity in-
creases: LIGO and Virgo are upgraded after each observing run, and new grav-
itational wave experiments are built, such as KAGRA in Japan and LIGO India.
In addition, after its launch scheduled for the early 2030s, the space-based inter-
ferometer LISA10 and its one million kilometre arms will be able to detect grav-
itational waves with a frequency several orders of magnitude below frequencies
that can be reached from the ground, and thus study the stochastic background
of gravitational waves [47].

In 2017, LIGO and Virgo detected the merger of two neutron stars - or kilonova
- and were able to provide a precise enough localisation of the event so that it
was almost simultaneously observed in the electromagnetic spectrum, paving
the way for multimessenger astrophysics [168].

Gravitational waves and the Hubble constant

For a multimessenger event, one can infer the redshift z of the gravitational
wave source using the electromagnetic counterpart of the kilonova, which is not
present in the case of a binary black hole merger. We recall that, in the low redshift
limit:

H0DL = c z, (3.9)

where z is the redshift and DL the luminosity distance. As outlined in the previ-
ous section on supernovae, the determination of the luminosity distance is crucial
to infer the Hubble constant... but not trivial at all! With gravitational waves, one

8 https://www.ligo.org/
9 https://www.virgo-gw.eu/

10 https://www.lisamission.org/
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Figure 3.6 – H0 values inferred from CMB (Planck), supernovae (SH0ES) and
gravitational waves measurements.

Credit: LIGO and Virgo collaborations [260]

can estimate this luminosity distance using the properties of the detected event,
in particular the distance to the source - R in Eq. (3.8) - without relying on any
electromagnetic standard candles!

However, the distance between a gravitational wave source and the observer
is a parameter which is degenerated with the inclination of the source with re-
spect to the line-of-sight. This is one of the reasons why several detectors are
needed for an accurate determination of gravitational waves event parameters.
So far, only one multimessenger event has been identified, and therefore we lack
data and statistics to estimate precisely the Hubble constant and lift the tension
between CMB and standard candles measurements, as shown in Figure 3.6. In the
years to come, with the increasing sensitivity of gravitational waves detectors, we
expect to detect more multimessenger events and refine the Hubble constant es-
timation.

3.3.2 Neutrinos

Neutrinos are a great example of the interplay between particle physics and
cosmology. While cosmological observations help to constrain neutrino proper-
ties (see section 2.6.2, neutrinos themselves carry a lot of valuable information
about cosmological and astrophysical processes.

The Cosmic Neutrino Background

As the CMB is the relic radiation of photons decoupling from the primordial
plasma, early Universe physics predicts the emission of a relic neutrino radiation,
emitted at neutrino decoupling (see section 1.2.2). This Cosmic Neutrino Back-
ground (CNB) would have been emitted only one minute after the Big-Bang, and
its current temperature, diluted by expansion, is estimated at Tν ' 1.95K, cor-
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responding to 56 neutrinos/cm3. This is about ten times lower than the CMB
photon density, since we measure ∼ 410 photons/cm3.

This low density, together with our relatively poor neutrino detection ca-
pabilities, would correspond to only one count in 590 000 years in a neutrino
detection experiment like KATRIN11 [98]! However, assuming that our local
environment is denser thanks to gravitational clustering, one can expect ∼ 1.7
counts/year in KATRIN. Improving instrumental sensitivity could lead up to
170 counts/year, and other similar neutrino experiments similar - for example
the projects PTOLEMY [31] and Project 8 [85] - should be able to place an upper
limit on the local relic neutrino density... and maybe detect it in a not so far future!

Neutrinos and CP-violation

As mentioned in section 1.2.2, CP violation is one of the Sakharov conditions
for matter-antimatter asymmetry to occur. This violation is possible within the
standard model of particle physics if we allow for a complex phase in the matrix
describing matter - antimatter oscillations. Such a phase would lead to processes
at different rates for particles and antiparticles, hence violating CP. This violation
has been under investigation for many years, and small symmetry breaches be-
tween quarks and anti-quark have been detected [106]. Their amplitude is how-
ever not big enough to explain the observed matter predominance.

In the T2K12 experiment, neutrino oscillations are scrutinised to detect a po-
tentially different behaviour between neutrinos and their antiparticles. A beam
of alternatively muon neutrinos or antineutrinos is emitted in a particle accel-
erator, and some of the neutrinos are detected 295 km further, by the Super-
Kamiokande13 experiment. During this short journey, some of the neutrinos oscil-
late, and are converted from muon (anti)neutrinos to electron ones. Very recently,
results of ten years of data taking have been published [65], showing that neu-
trinos seem to oscillate much more than antineutrinos, a clear signature of the
CP-violation (see Figure 3.7), with 3σ confidence level. These results however
need to be confirmed because of low statistics, and future generation of neutrino
experiments could bring more evidence for CP-violation in neutrino oscillations.

Neutrino astrophysics

Beyond the interest in neutrinos as standard model particles, progress in neu-
trino detection capacities in the last 30 years now allows to observe astrophysi-
cal objects through their neutrino emissions. Neutrinos are of interest for stellar
physics, because they are produced in star cores, that are impossible to observe
in electromagnetic radiation.

Moreover, neutrinos are emitted in high-energy astrophysical processes, such
as supernovae (first and only detection in 1987) and in Active Galactic Nuclei.
The first multi-messenger detection of an AGN in both electromagnetic radia-
tion and neutrino emission was achieved in 2018 using the IceCube14 neutrino

11 https://www.katrin.kit.edu/
12 https://t2k-experiment.org/
13 http://www-sk.icrr.u-tokyo.ac.jp/sk/index-e.html
14 https://icecube.wisc.edu/
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Figure 3.7 – CP-violating phase in neutrinos and antineutrinos oscillations
measured by the T2K experiment.
Credit: The T2K Collaboration [65].

detector, located at the South Pole [63]. Although they are predicted to be emit-
ted during neutron star mergers, neutrinos were however not detected during
the multi-messenger gravitational event in 2017 (see previous section), likely be-
cause the neutrino jets were not aligned with Earth for this specific event. In the
near future, the growing number of neutrino detection experiments being built or
upgraded should result in progress in neutrino astrophysics, and help us better
understand high energy processes in the Universe.

3.4 Cosmology on Earth

Cosmology is closely linked to particle physics, with research topics such
as neutrinos, dark matter particles, matter/antimatter asymmetry, primordial
plasma, etc. It is therefore instructive to approach these issues both from the
point of view of cosmological and astrophysical observations - as I described ear-
lier - and from the point of view of particle physics. Some of the studies carried
out in the various experiments hosted at the Large Hadron Collider (LHC), as
well as in other particle physics experiments, are of direct interest for cosmology.

Quark-gluon plasma

The quark-gluon plasma is a state of matter composed of free quarks and glu-
ons, not yet bound into hadrons. It is assumed to have filled the entire Uni-
verse between 10−12 and 10−6s, and is therefore of high interest to understand
the very beginning of our cosmic history. In particular, matter and antimatter
are created when quarks and gluons bound into hadrons. Understanding this
phase transition in the quark-gluon plasma could therefore help us investigate
the matter-antimatter asymmetry. However, as this plasma existed only before
the last scattering surface, we have no chance to observe it directly in cosmologi-
cal conditions. It is nevertheless possible to recreate this state of matter in specific
conditions of very high density and pressure. The ALICE experiment15 [60] stud-

15 https://home.cern/science/experiments/alice
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ies collisions of heavy ions - lead nuclei - in order to recreate locally the quark
gluon plasma. This was achieved in 2011, resulting in the highest temperature
ever reached on Earth: 5.5 × 1012 K! ALICE also observed that the quark-gluon
plasma behaves much more like a perfect fluid with a much smaller viscosity
than a gas, as it was previously expected. Asymmetric collisions of protons and
lead nuclei are also investigated at CERN. They are of particular interest to be
compared to lead-lead collisions, which are crucial in our understanding of QCD
that rules primordial Universe.

Dark matter

Dark matter particles are being actively searched for by the ATLAS16 and
CMS17 experiments. Their results have allowed to considerably narrowing down
the potential candidates dark matter particles and model [113]. Moreover, other
particle physics experiments aim at achieving a direct detection of dark mat-
ter particles through their interaction with other particles. For example, in the
Xenon1T experiment, photo-multiplier tubes (PMT) record interactions produc-
ing scintillation light inside a liquid xenon target. Although no detection has been
recorded so far, most recent results have allowed to put strong direct constraints
on potential dark matter particle masses [270].

Matter/antimatter asymmetry

I already mentioned the contributions of neutrino physics in the search for CP
violation within the standard model, that would explain for the matter/antimatter
asymmetry. This violation is also investigated by the Belle II18 experiment, that
collides electron and positron, and by the LHCb19 experiment, that studies colli-
sions of particles containing a bottom quark. CP violation has recently been ob-
served in charm decays [164], building the case for scenarios of the CP violation
in the early Universe.

Cosmology and particle physics thus provide complementary constraints on
some of the most elusive particles and phenomena in the Universe, which can
only be beneficial to the progress our knowledge of the Universe.

16 https://atlas.cern/
17 https://home.cern/science/experiments/cms
18 https://www.belle2.org/
19 https://home.cern/science/experiments/lhcb
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Astrophysical foregrounds
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I have already mentioned the problem of foregrounds when I described sec-
ondary anisotropies in Chapter 2. This term encompasses a wide variety of con-
taminants that contribute to the emission of the sky in the frequency range in
which the CMB is observed, thus overshadowing its signal. Two families of fore-
grounds can be distinguished: diffuse foregrounds and more localised effects.

The later impacts predominantly very small angular scales, and is due to in-
frared and radio extragalactic sources, or Sunyaev-Zel’dovich clusters (see sec-
tion 2.4.1). As these are mostly responsible for temperature anisotropies and lens-
ing, at scales that are not of major interest for primordial B-modes, this part of the
analysis is not detailed in the present work. One can refer for example to the
review [157] for more details on their modelling and removal.

Our focus here is therefore more on diffuse foregrounds, that find their origin
in the emission of our own Galaxy. The interstellar medium (ISM) is a complex
environment, made of gas in different forms (molecular, atomic, ionised), dust
of various sizes and compositions, and cosmic rays. The ISM is permeated by
magnetic fields and exhibits turbulent regions, which makes its structure and
dynamics difficult to study. Two phenomena are of particular interest for cos-
mology: dust interaction with magnetic fields that emits polarised light, and po-
larised synchrotron emission of cosmic rays particles spiralling around magnetic
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fields. Even in the best frequency window and for the cleanest patch of the sky
[154], these spurious polarisation signals are at levels comparable or higher than
the one of the CMB B-modes, and could lead to a false detection of primordial
B-modes. It is therefore necessary to disentangle CMB from foreground contribu-
tion if one wants to detect primordial B-modes with the highest possible level of
confidence.

I first present a catalogue of diffuse foregrounds and their spatial, spectral and
statistical properties in section 4.1, and then outline the principles of component
separation in section 4.2.

4.1 Foreground inventory

In this first section, I give an overview of the main diffuse polarised fore-
grounds, in particular their frequency scaling and spectral laws. The two most
important foregrounds when it comes to CMB polarisation are thermal dust and
synchrotron radiation, and require a particularly careful modelling and removal.
Other contaminants are also mentioned, but not described in detail since they
are of less importance and are not always considered in polarisation component
separation problems.

4.1.1 Thermal dust

Thermal dust emission is the most important contaminant to CMB polarisa-
tion, as it is the dominant foreground at frequencies higher than 70 GHz. To probe
the structure of dust, we therefore mostly rely on high frequency channels. Typi-
cally, the best dust tracer that we currently have is the 353 GHz frequency channel
from the Planck mission. At higher frequencies, CIB is not negligible anymore -
and besides, high frequency channels in Planck were not sensitive to polarisation.

Dust grains are mainly made of silicate and carbon molecules, predominantly
located in the galactic plane. Their sizes range from 0.005 to 0.25µm [176]. They
are not spherical, and tend to aggregate in bigger clusters, as shown in Figure
4.1, and thus behave as small electric dipoles. Most importantly, dust grains and
their aggregates partially align perpendicularly to galactic magnetic fields. These
aggregate absorb and re-emit starlight [74], and because of their alignment, the
polarisation of the emitted light does not fully average out: dust emission is thus
partially polarised.

Two important quantities measured when mapping the sky are both its polar-
isation fraction p and polarisation angle ψ, defined from Stokes parameters:

p ≡
√
Q2 + U2

I
(4.1)

ψ ≡ 1

2
arctan

(
U

Q

)
. (4.2)

The constraint on polarisation set by the Planck mission is p = 19.8%± 0.07 [210].
More than the polarisation angle itself, an important quantity measured across
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Figure 4.1 – Typical aggregate of interstellar dust grains.
Credit: D. E. Brownlee & E. K. Jessberger [135]

the sky is the polarisation angle dispersion for a given radius δ at a given sky
position r, defined as in e.g. [125, 210]:

S(r, δ) =

√√√√ 1

N

N∑
i=1

[ψ(r)− ψ(r + δi)]2. (4.3)

where δi is a displacement vector from the central position r. The average is
taken over an annulus of radius δ containing N pixels. Measurements of S show
that dust is organised in filaments, probing the structure of underlying magnetic
fields, as shown in Figure 4.2. The interplay between galactic magnetic fields and
foregrounds (mostly dust and synchrotron) is a very active topic of investigation
in galactic science. The ultimate goal is to propose a foreground model based not
only on template observations for various foregrounds, but rather on the three-
dimensional structure of underlying magnetic fields.

For cosmological purposes, one of the most important results from dust mea-
surements is the modelling of spectral emissivity: knowing dust emission at a
given frequency, how can it be extrapolated at any other frequency - in particular
at frequencies closer to the maximum emission of the CMB? This is particularly
relevant in the context of component separation (see section 4.2).

There are two possible pitfalls in this approach. The first one is the variation
of the emissivity parameters across the sky, that can source systematic errors if
mis-estimated. Another drawback is frequency decorrelation, that can arise from
spatial variations of emissivity parameters, or can have more complex sources
such as a too simple model of dust properties. Planck results [218] show that
the frequency decorrelation is not statistically significant, and poses no issues for
experiments targeting to measure r above 0.01. Below this level, it is not possible
to conclude given the Planck sensitivity [153].

A commonly used model for dust emission at any frequency ν is a modified
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Figure 4.2 – Polarisation angle dispersion as defined in Eq. (4.3), probing
underlying galactic magnetic fields

Credit: ESA and the Planck Collaboration [210]

black body spectrum (sometimes referred to as grey body):

Adust(ν) ∝ νβd−2

e
hν
kTd
−1
, (4.4)

where βd is the dust spectral index and Td is the dust temperature. The mean
value across the sky of these parameters as measured by Planck are βd = 1.53 ±
0.02 and Td = 19.6K±1.3K. These values are however obtained from temperature
but not polarisation data.

Moreover, in the context of ISM modelling, more refined models are devel-
oped. Some aim at reproducing more precisely the physical effects at the origin
of dust polarisation by considering several dust populations with varying charac-
teristics [86, 100], while others rather have a statistical approach, with dust popu-
lation coupled to turbulent interstellar medium and galactic magnetic fields [275].
This refinement of models becomes all the more necessary in the current quest for
B-modes, as one would ultimately like component separation to be informed by
advanced ISM models.

4.1.2 Synchrotron radiation

Synchrotron is the second most important contaminant to CMB observations.
Contrary to dust which is a high frequency contaminant, synchrotron emission is
mostly present at lower frequencies, typically below 70 GHz, and is the dominant
radio sky emission below 10 GHz.

In space, synchrotron radiation is typically emitted when relativistic particles
(often electrons) spiral around magnetic fields, for example in pulsars or nebulae
where strong magnetic field are present. In the Milky Way, magnetic fields are not
very intense, with only 20− 40µG, but this is sufficient for cosmic ray particles to
spiral around and emit synchrotron radiation.
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Synchrotron emission frequency scaling can be modelled with a power-law
spectrum

Async(ν) ∝ νβs , (4.5)

where βs is the synchrotron spectral index. A good fit for the synchrotron spec-
tral index is βs = −3.1 [214], but this value can significantly vary spatially, in
particular across the galactic plane (see section 4.1.4 hereafter).

4.1.3 Other foregrounds

Beside dust and synchrotron, there are other minor contaminants in the fre-
quency range of interest for CMB observation. Since their polarisation fraction is
very low, they are often not considered in component separation problems when
it comes to CMB polarisation. However, they might have to be taken into ac-
count in data analysis for future experiments, in order to improve even further
our sensitivity to primordial B-modes.

Free-free radiation

Free-free emission in sub-millimetre and radio domains arises from HII re-
gions in our galaxy. It mostly depends on electron and ion densities and tem-
perature. It is intrinsically unpolarised because of the isotropic nature of the in-
teraction, but a fraction of emitted photons can be scattered through Thompson
interaction, generating a small polarisation fraction. Since HII molecular clouds
are not very dense, the polarisation fraction of free-free emission in the Milky
Way is very low. Constraints from WMAP observations indicate a polarisation
fraction of 3.4 % at most (with a 95% confidence level), and likely to be less than
1 % at high galactic latitudes [171].

Anomalous Microwave Emission

Anomalous Microwave Emission (AME) [81] is observed to contribute signif-
icantly between 10 GHz and 60 GHz, however its physical origin is not very well
determined. It is likely emitted by very small spinning dust grain. At higher fre-
quency (above 50 GHz), thermal fluctuations of dust grain magnetisation could
also contribute to AME. It is not a very significant contaminant to CMB polarisa-
tion, since it is very weakly polarised, with a mean polarisation fraction p ∼ 1%,
and at most 2.8% in some regions of the sky [105].

CO line

"CO line" usually refers to the first rotational emission line of the carbon monox-
ide (CO) molecule. CO is found in large hydrogen molecular clouds, and is
therefore an excellent tracer of these star forming regions. Contrary to other fore-
grounds and precisely because it is an emission line, CO emission is very localised
in frequency, around 115 GHz. It is therefore possible to avoid it when designing
the frequency coverage of a CMB experiment, which is not the case for a fore-
ground covering a broad frequency range. There are also other lines at higher fre-
quencies (corresponding to other emission lines), that have to be avoided when
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Figure 4.3 – Planck maps of dust at 353 GHz with a 5’ resolution (left) and
synchrotron at 40 GHz with a 40’ resolution (right).

Credit: ESA and the Planck Collaboration

designing a space missions, since they usually have a broader frequency cover
than ground experiments (as detailed in Chapter 5). However, as for AME, CO
line polarisation fraction is very low, a few percent at most [68], which limits its
impact on CMB polarisation measurements.

Although these last three foregrounds are weakly polarised, their signal com-
bined with instrumental effects, such as bandpass or gain mismatch (see Chapter
5), could turn the unpolarised signal into a spurious polarisation signal. As we
target lower values for the tensor-to-scalar ratio r, we may have to take this effect
into account in the future.

4.1.4 Spatial and statistical properties

As mentioned in the introductory part of this chapter, diffuse foregrounds
find their origin in the emission of our Galaxy. Their emissions are therefore more
important in the galactic plane, as shown in Figure 4.3 for dust and synchrotron.
CMB polarisation observations in the galactic plane are impossible because of
this strong contamination, and when observed in full sky surveys (for example
with Planck or WMAP), this region is masked in the maps before further analysis
is performed. In contrast, it is possible to choose a sky patch further away from
the galactic plane where foreground contamination (and in particular dust which
is the main contaminant) is particularly low. This is one of the key drivers for
CMB polarisation observations from the ground, which helps to compensate for
the limited number of frequency bands available from the ground.

As mentioned above, spectral indices of foregrounds can significantly vary
across the sky. This is particularly true for synchrotron, and requires to observe
the sky at low frequency, where synchrotron emission is dominant, as this is done
for example with the S-PASS experiment that surveys the sky at at 2.3 GHz [154].
In addition to this spatial effect, synchrotron is also expected to have spectral
curvature, i.e. its spectral index slightly changes depending on the frequency
domain. Once again, this effect has to be modelled to avoid bias in component
separation [147, 146]. As for dust, in addition to varying spectral indices over the
sky [213], the problem is also that we lack a precise modelling of the dust spectral
emission, as the modified black-body that I introduced earlier is a rather simple
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Figure 4.4 – Frequency coverage of foregrounds and CMB, in temperature (left)
and polarisation (right).

Credit: ESA and the Planck Collaboration [211]

model. As mentioned at the end of section 4.1.1, a precise modelling of vari-
ous properties of dust populations (such as their composition, size, etc.) might
be needed in the future to better encompass the complexity of thermal dust po-
larised emission [124].

Finally, we need to mention a very important statistical property of foregrounds:
contrary to the CMB, foregrounds are non-Gaussian, and therefore have non zero
bispectrum. This is true for dust both in temperature and polarisation, but only
for synchrotron temperature [69, 154, 185]. This property is used by some of the
component separation techniques that I describe in the next section.

4.2 Component separation

Figure 4.4 shows the amplitude and frequency dependence of foregrounds
presented in the previous section, both in temperature and polarisation. For po-
larisation, only the two main contaminants are shown - i.e. dust and synchrotron.
Given the current upper-limits on r and the angular scales where primordial B-
modes are expected to peak (` ∼ 80), B-modes are always dominated by the total
foreground contribution, whatever the frequency. This poses both technical chal-
lenges in terms of frequency coverage of CMB experiments as detailed in the next
chapter, and data analysis challenges as detailed hereafter.

4.2.1 Challenges for B-modes measurements

As we target lower and lower B-modes amplitude, corresponding to lower
tensor-to-scalar ratio r, foregrounds quickly become dominant over the CMB
power spectrum, as shown in Figure 4.5. As a result of this, CMB B-modes can
be mistaken with dust polarisation. This is what happened with the BICEP/Keck
experiment1 in 2014, whose team announced the measurement of r = 0.2+0.07

−0.05

[32]. This detection - which would have been groundbreaking if confirmed - was
essentially due to dust polarisation dominating CMB emission. Although dust

1 http://bicepkeck.org/
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Figure 4.5 – Power spectra of foregrounds at different frequencies, compared to
lensing and primordial B-modes, for different values of r.

Credit: ESA and the Planck Collaboration [218]

models provided by Planck were used to check for potential foreground contam-
ination, the data relevant to the sky area targeted by BICEP was not available to
the BICEP team. This emphasises the importance of self-consistent, internal data
sets for component separation. The result was then amended a year later, with a
co-analysis of BICEP/Keck data using new Planck dust maps [34]. This led to a
new upper limit on r (r < 0.06 with a 95% confidence level), but any hint of the
detection was thus removed.

Component separation is therefore a crucial issue in the current data analysis
effort for CMB experiments. It calls for multi-frequency experiments, to measure
maps of the sky at both lower and higher frequencie than CMB channels, where
foregrounds dominate the sky emission. All major CMB polarisation experiments
now cover a wide frequency range to alleviate this issue - experiment design and
operations are detailed in Chapter 5, and in particular in section 5.2.3 for the
design of frequency coverage.

4.2.2 Overview of methods

Once multi-frequency data sets are gathered, component separation techniques
are required to separate the multi-component sky signal into its CMB and fore-
grounds contribution. The idea common to all methods is to separate the (al-
most) Gaussian black body signal of the CMB, from other signals. Although it
looks simple, this process nevertheless faces many challenges. There is therefore
a wide range of component separation techniques 2, in map or harmonic domain,
that can be used on the same data set to validate results.

2 A more extensive catalogue of methods and their variations can be found at https:
//lambda.gsfc.nasa.gov/toolbox/tb_comp_separation.cfm, on which this review is
partially based.
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In the most general way, the data model for component separation problems
is written as:

m = As + n, (4.6)

where s is the sky signal of the individual components (CMB and fore-
grounds), n is the noise and A is the so-called mixing matrix. This matrix models
the mixing of sky components, as a function of frequency. The challenge of com-
ponent separation is to reconstruct s from the observed signal m, without having
a full knowledge of A. To achieve this, some methods rely on parametric mod-
elling of the mixing matrix A (the so-called parametric methods), whereas others
rely more on the specific properties of CMB and foreground signals, such as their
(non-)Gaussianity and/or spectral distribution, without explicitly reconstructing
the mixing matrix. I give here an overview of the three main categories of compo-
nent separation methods: template removal, blind and semi-blind methods, and
parametric methods.

Template fitting

Template removal or template fitting methods are the most intuitive ones:
high (resp. low) frequency channels are used to build a dust (resp. synchrotron)
template. They are then scaled in frequency using fitted spectral laws, and sub-
tracted from frequency channels of interest for the CMB. The general data model,
Eq. (4.6), can be written so that CMB channels are formally separated from fore-
ground channels:

m(ν) = CMB(ν) +
∑
i

aifi(ν) + n(ν), (4.7)

where fi are the individual foreground signals, and ai are the template fitting
coefficients, that correspond to elements of the mixing matrix A introduced in
Eq. (4.6). These coefficients are most often scaling laws of actual physical compo-
nents, but can also be arbitrary. To remove foregrounds, template fitting methods
form a linear combination of all single frequency maps modelled as in Eq. (4.7),
and estimate the CMB signal by setting all the foreground terms to zero [133].
This allows to reconstruct a cleaned CMB map, but not to estimate scaling laws
and/or foreground maps, as parametric methods do.

The first template fitting methods that were developed assumed fixed fitted
foreground parameters over the whole sky or very large pixels, which could lead
to biases on the recovered value or r [142]. However, most recent methods al-
low to deal with spatially varying spectral indices. For example, the "Delta-map
method", proposed in [133], takes advantage of the fact that modern experiments
have redundant dust and synchrotron channels (at least 2). One can thus con-
strain two parameters per foreground - sky-averaged value and first order varia-
tion.

Although it is most commonly applied in map domain, template fitting can
also be adapted to the wavelet space [116], and to some extent to the harmonic
domain. Indeed, in the context of Planck data analysis, one of the methods de-
veloped for component separation was hybrid between template fitting and Inde-
pendent Component Analysis (see below). In the Spectral Matching Independent
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Component Analysis (SMICA)3 [48], foregrounds are modelled arbitrary in terms
of power spectra, amplitude and correlation between components. It is a method
quite different from other template fitting approaches in the sense that the vari-
ance is parametrised, not a linear combination of maps or power spectra as it is
most often the case in component separation techniques. The data model in the
harmonic domain reads as [132]:

C`(θ) = aa†CCMB
` + FP`F

† + N`, (4.8)

where a describes the spectrum of the CMB at each frequency, FP`F
† is the fore-

ground covariance and N` the noise. The model C`(θ) is fitted to the data by
minimising:

θ̂ = arg min
θ

∑
`

(2`+ 1)[tr(Ĉ`C−1
` (θ)) + log det(C`(θ))]. (4.9)

Here, Ĉ` contains an estimate of all auto and cross-spectra of input data computed
from spherical harmonic coefficients of the observed maps a`m as in Eq. (2.38).

Blind and semi-blind methods

Blind and semi-blind methods assume little to no prior information on fore-
grounds, and are therefore often used in the first instance when analysing a data
set. To give a very general description, only the spectral distribution of the CMB
is known (black body), and the sky signal is modelled as a sum of non-Gaussian
contributions. Blind and semi-blind methods identify the least non-Gaussian one,
which is then assumed to be the CMB.

Internal Linear Combination Internal Linear Combination (ILC) methods are
a class of blind methods able to extract a component of known emission law, typ-
ically CMB, while assuming very little about other emissions. In these methods,
no prior information on foregrounds, such as spectral emission laws, or exter-
nal data sets are required, and no precise properties about instrumental noise are
needed. For these reasons, it was one of the first methods to be used in com-
ponent separation problem for multi-frequency data sets, in particular for the
WMAP mission [27]. Here, I adopt the approach of [93, 279] to describe briefly
the method.

As for template fitting, the idea behind ILC is that CMB emission is frequency
independent, or equivalently that the CMB follows a perfectly known black body
spectrum, and thus that CMB emission is independent of the observing frequency
(its mixing matrix element are all equal to one). The data model resembles that of
template fitting

m(ν) = CMB(ν) + f(ν) + n(ν), (4.10)

3 SMICA imposes independence between signals, hence the name, but because it assumes fore-
ground models (even arbitrary), it is most often classified as a harmonic domain template fitting
method.
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with the notable difference that the foreground term f is not modelled as a sum
of several components, but is just considered as such. We then form a linear
combination of data (foregrounds and noise) for all nf frequency bands:

m = CMB +

nf∑
i=1

wi(f(νi) + n(νi)) (4.11)

with
∑

f wf = 1. Under this assumption, weights wf can be chosen to minimise
the data variance, which also minimise residuals in the cleaned CMB maps:

Var(m) = Var(CMB) + Var

(
nf∑
i=1

wi(f(νi) + n(νi))

)
. (4.12)

The weights minimising Eq. (4.12) are given by

wi =

∑f
j=1 C

−1
ij∑

jk C
−1
jk

, (4.13)

where the data covariance matrix Cij is defined as

Cij ≡
1

N

∑
N

(mi(n)− m̄i) (mj(n)− m̄j) , (4.14)

with m̄ the average of m over the relevant data set (map, power spectrum, etc.).
Until now, the domain in which the data objects are defined was indeed inten-

tionally left not specified. The standard ILC approach is a map-based method: in
this case, CMB, f and m are maps,N in Eq. (4.14) is the total number of pixels, and
n the index of an individual pixel. The method can be applied several times on
several sky patches to take into account foreground variation over the sky. How-
ever, the method can also be extended in other domains than the map domain,
without losing in generality. In the context of CMB data analysis, ILC methods
have been developed in the harmonic [256], wavelet [76] and spin-wavelet [234]
domains.

Independent Component Analysis Independent Component Analysis (ICA)
techniques are another popular class of blind or semi-blind methods, depend-
ing on their variations and implementation. The underlying idea of ICA is to
assume that the CMB is independent of all other components, and that it is the
least non-Gaussian component of all relevant to the problem. The data model is
the same generic data model Eq. (4.6), and the solution for component separation
is to find a linear transformation W such as Ws has independent components.
In this case, for a single component i we have (neglecting the noise here for more
clarity):

yi = Wt
im = Wt

iAs. (4.15)

In the most general case, yi is a linear combination of the sources s, since W
and A are linear. According to the central limit theorem, the distribution of yi
is likely to be more Gaussian than any of the components, even if elements of
the sum are non-Gaussian. In ICA methods, the matrix W is chosen so that the
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non-Gaussianity of components yi is maximised, and the left over component is
the CMB. One of the requirements for ICA is therefore to find a function to eval-
uate the non-Gaussianity of a distribution, and to maximise it. The most popular
implementation of ICA in map domain is FastICA [172], that uses negentropy to
measure non-Gaussianity. Like ILC, ICA methods can be applied both in space
domain or in harmonic domain.

Parametric methods

Parametric methods rely on the estimation of components spectral parame-
ters. Observations are modelled using their respective spectral laws, and param-
eters of the model are then fitted to the data. Parametric methods therefore natu-
rally allow to reconstruct not only the CMB signal, but also the foreground signal,
as foreground physical parameters are explicitly estimated. They can however
lead to systematic biases in the results, if the model used for a component does
not match the true component emission. The data model is again as in Eq. (4.6),
but one has to note that the mixing matrix A is explicitly parametrised by fore-
ground emissivity parameters:

m(ν) =
∑

comp.

Acomp.(βcomp., ν)scomp. + n(ν), (4.16)

where components scomp. are typically CMB, dust and synchrotron. A(βcomp., ν)
is a mixing matrix built using spectral laws and component parameters βcomp.,
estimated in the component separation process.

The most popular implementation of a parametric method is COMMAN-
DER [94], which adopts a Bayesian approach based on Monte-Carlo sampling
using Gibbs sampling to sample the posterior distribution. Given the data d,
the algorithm estimates jointly the signal map s and foreground parameters, and
the CMB power spectrum C`, by computing the joint distribution of parameters
P (s, A(βcomp.), C`|d). However, COMMANDER relies on intensive Monte-Carlo
sampling, that can be a limitation in the case of high-dimensional problems and
large data sets, as this is more and more the case in CMB experiments.

xForecast In this work, I have been working in the xForecast framework [95, 96,
246], which is an implementation of a two-step parametric component separation
method, and turns it into a forecasting machinery. The two steps are:

• the mixing matrix Acomp. is reconstructed by fitting for foregrounds param-
eters βcomp. from a multi-frequency data set;

• cleaned, single frequency foreground and CMB maps are reconstructed us-
ing the fitted parameters.

The forecasting capability of xForecast is based on extending the standard
component separation formalism to allow it to deal with objects, such as like-
lihoods, averaged over an ensemble of potential data sets. This allows to re-
duce significantly the computation time, without loosing accuracy. The single
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frequency data model is the same as Eq. (4.16), and for a multi-frequency data set
we write:

m = d̂ + n ≡ Â ŝ + n, (4.17)

where d̂ is the noiseless data, Â is the true mixing matrix, ŝ the sky signal and n
the noise. Following for example [247], we write the spectral likelihood as:

S = −(At N−1 m)t (At N−1 A)−1At N−1m. (4.18)

The maximisation of this likelihood allows to determine the foreground parame-
ters βcomp. This procedure can be repeated for any input data, in particular for var-
ious noise realisations. However, in a forecasting approach, instead of averaging
simulations over various noise realisations, we analytically average likelihoods,
and write an ensemble average likelihood [246]:

〈S〉CMB + noise = −tr
∑
p

{(N−1 − P) (〈d̂ d̂t〉CMB + noise + N)}, (4.19)

with P the projection operator defined as:

P ≡ N−1 − N−1 A(At N−1 A)−1 At N−1. (4.20)

The component separation procedure is achieved by minimising 〈S〉 from Eq. (4.19)
with respect to foreground parameters, in particular spectral indices for dust and
synchrotron and dust temperature.

In this section, I gave an overview of the most common component separa-
tion techniques, outlining their principles without going into the details of actual
implementation, which, as always, represents a much greater amount of work!
In particular, one has to take into account various effects, such as instrumental
noise, map resolution, missing data, instrumental effects, etc. During my thesis,
I have been working on extending parametric component separation methods to
include a more accurate instrument model, as detailed in Chapter 8.
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CHAPTER 5

CMB polarisation experiments
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After mentioning in the previous chapters former experiments that have mea-
sured CMB temperature and polarisation fields, I now focus on the most recent
development of CMB polarisation experiments. The new generation of CMB po-
larisation experiments is specifically designed to target low amplitude primor-
dial gravitational waves, taking into account contamination by lensing and fore-
grounds. This sets some specific constraints on instrumental design, that are de-
tailed in this chapter. I focus in particular on POLARBEAR/Simons Array and
Simons Observatory experiments, as I am a member of these collaborations.

In section 5.1, I start with the basic principles of CMB detection, common to
many experiments, and I then highlight the main recent technological develop-
ments for the next generation observatories in section 5.2. In section 5.3, I present
in more details some of these experiments and the scientific results that are ex-
pected.
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5.1 Typical architecture

Although there are design differences due to different science goals (e.g. lens-
ing B-modes, primordial B-modes, Sunyaev-Zel’dovich effects, etc.), most of CMB
polarisation experiments share the same common architecture, broadly speaking
a telescope, a cryogenic receiver and a data acquisition chain, whose designs are
often similar.

5.1.1 Telescope

The design of the telescope is chosen depending on the targeted field-of-view
and angular resolution. As a rule of thumb, a smaller aperture means a wider
field-of-view but a lower angular resolution, which is appropriate to look for
large scale, primordial B-modes. Wider apertures correspond to a smaller field-
of-view, but with a sharp angular resolution, favouring observation of more lo-
calised effects such as Sunyaev-Zel’dovich effects, or lensing B-modes.

Without going into detail, let us mention here two of the most common optical
design for CMB experiments

• refracting telescope: used to achieve a large field-of-view and relatively
lower angular resolution. Refracting telescopes are used for example in
the BICEP and Keck Array experiments [258], and are the planned design
for the Simons Observatory Small Aperture Telescopes (SATs) [268] and the
High Frequency Telescope (HFT) of the space mission LiteBIRD [242];

• crossed Dragone design: off-axis telescope design, which has two main ad-
vantages when it comes to CMB polarisation observations: the polarisation
state of the incoming light is preserved along the optics chain, and the off-
axis nature of the design limits some systematic effects, in particular in the
millimetre and sub-millimetre range. A crossed Dragone design is suitable
for observations at relatively small angular scales. The three telescopes of
the Simons Array [251] are crossed Dragone, and it is is also the planned
design for the Simons Observatory Large Aperture Telescope (LAT) and the
Low Frequency Telescope (LFT) of LiteBIRD.

Combining these two types of telescopes in future experiments such as CMB-
S4 (see section 5.2.3) will therefore allow to access both large and small angular
scales, and greatly improve constraints on primordial B-modes [19].

The design of the optics chain of the telescope also includes a number of lenses
and optical elements aiming at minimising stray light and systematic effects. An-
other crucial element of the optics chain is the polarisation modulator. In many
current and future experiments, the polarisation modulator is a continuously ro-
tating half-wave plate (HWP), whose design and characteristics are detailed here-
after and in section 7.1.1.

5.1.2 Receiver

Located at the end of the optics chain (telescope and optics tube), the receiver
is the core and one of the most complex part of the experiment. It is composed of
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Figure 5.1 – Schematic of a bolometer
Credit: D.F. Santavicca

the focal plane, populated by detectors, a cryogenic cooler and a data acquisition
system.

Detectors

Most of modern CMB polarisation experiments use transition-edge sensors
(TES) bolometers1. Bolometers are incoherent detectors designed to measure the
power of incident electromagnetic radiation. The resistance of a bolometer de-
pends on its temperature through a dimensionless parameter α:

α ≡ d log(R)

d log(T )
(5.1)

Bolometers are made of three main parts shown in Figure 5.1:

• an absorber, whose temperature - and thus resistance - increases when it
receives power from a radiation;

• a thermal reservoir, to dissipate the power absorbed by the absorber;

• a thermal link, that couples the absorber and the thermal bath.

Transition-edge sensor (TES) bolometers are cryogenic bolometers, where the
absorber is made of a superconducting material, biased so it is maintained mid-
way in its superconducting transition. This requires sub-K temperature, typically
250 mK. When a radiation hits a TES bolometer, it oscillates between normal and
superconducting state, making the change in resistance particularly important
and therefore easier to measure. Current generation of TES detectors are photon-
noise limited: to improve instrumental sensitivity, one therefore needs to control
systematic effects better, choose a low background environment, and, most im-
portantly, increase the number of detectors. The latter is the main driver for the
deployment of arrays of thousands of detectors.

1 Other technologies exist, in particular Kinetic Inductance Detectors (KID). Some experiments
such as NIKA or CCAT deploy or plan to deploy KIDs arrays for cosmology [45, 56, 255].
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In operation, TES bolometers are coupled with an antenna (see hereafter) that
dissipates the sky signal (CMB photons) in the bolometer. Under certain op-
erating conditions (voltage-biased mode), this generates a current through the
bolometer, which allows to measure the sky signal. Measuring this current with
high precision and without affecting the circuit containing the bolometer requires
a device with high gain, low input noise and low input impedance. Moreover,
collecting data from thousands of cryogenic detectors at the same time without
affecting them is challenging. These technical questions are addressed in section
5.2.

Reconstructing polarisation

Before the signal is detected by the bolometer, the optical, polarised signal is
amplified and converted to an electric, intensity-only signal. Most of CMB exper-
iments achieve this by using feedhorns antennas, whereas POLARBEAR/Simons
Array and some of Simons Observatory telescopes use or plan on using specifi-
cally designed lenslet-coupled antennas as amplification devices. The lenslets or
horns are used to boost the gain of the antenna. The lenslet-antenna system also
impacts the beam of the instrument. Once the signal has been converted to an
electric signal, it dissipates power in the bolometer and thus modifies its state.
This electric signal conveys all information through its intensity, and therefore
the polarisation information have to be reconstructed. There are two methods to
do so: pair difference or polarisation modulation.

Pair differencing On the focal plane, detectors are paired to form a pixel. Detec-
tors are orthogonal to each other within a pixel, making them sensitive to orthog-
onal direction of the incoming light. The antenna being polarised, it is therefore
possible to reconstruct polarisation by differentiating signals received by the de-
tectors pair by pair, as shown in Figure 5.2. Moreover, the focal plane is populated
with two types of pixels, Q and U, each of them sensitive to a different polarisa-
tion state. This is necessary if one wants to be able to reconstruct the polarised
sky signal in sky coordinates.

This pair difference polarisation reconstruction scheme is intuitive, and in the-
ory allows for the removal of most of atmospheric contribution, that cancels out
in the difference. However, if there is a slight difference between detectors prop-
erties of the same pair (e.g. gain or bandpass), this can lead to a systematic bias,
in particular intensity-to-polarisation (I-to-P) leakage. The performance of de-
tector arrays can thus be limited by correlated noise, in particular atmospheric
noise. This noise, that scales like 1/f , is therefore an important contaminant at
low frequency, and hinders our capability to detect large scale B-modes, precisely
because these require integrating the signal over a long period of time.

Polarisation modulation An alternative to pair differencing is to modulate the
polarisation of the incoming light as a function of time. It is important to ensure
that each sky pixel is observed under different angles so that the polarisation
signal can be reconstructed by demodulating the time-dependant signal of the
detectors (see Chapter 7). This polarisation modulation can be achieved by the
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Figure 5.2 – Reconstructing intensity and polarisation from Q and U pixels

scanning strategy: in this case, the orientation of the telescope’s polarised detec-
tors with respect to the sky changes with time, which provides various attack
angles. This strategy was adopted for example by Planck. Another solution is to
add a mobile polarisation modulator in the optics chain of the instrument, that
rapidly modulates incoming light2. Technical solutions include variable-delay
polarisation modulator, as deployed in CLASS3 [118], but one of the most com-
mon solution in CMB polarisation experiments is to deploy a continuously ro-
tating half-wave plate (HWP). A HWP is made of bi-refringent material, such as
sapphire, and introduces a phase shift of π between two incoming and outgoing
polarisation states. For a rotating HWP with a time-dependent angle ϕt = ωt
(with ω the rotation speed), a simplified data model can be written as (see section
7.1.1 for the derivation of this equation and a more detailed expression):

d = I +Q× cos(4ϕt) + U × sin(4ϕt), (5.2)

The polarisation of the incoming signal can thus be reconstructed by demodulat-
ing the 4ϕt modulated signal from the bolometers. By doing so, one can effec-
tively measure the polarisation signal at a frequency where the detector sensitiv-
ity is dominated by white noise and not 1/f noise: a HWP therefore effectively
mitigates atmospheric noise [155, 231, 254]. Moreover, it allows a single detector
to be sensitive to both polarisation states as shown in Eq. (5.2), which solves the
issue of detector properties mismatch in the pair difference scheme. Experiments

2 This does not change the fact that one needs a carefully designed scanning strategy to cor-
rectly sample the sky, but it does alleviate certain constraints on the scanning strategy.

3 https://sites.krieger.jhu.edu/class/
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Figure 5.3 – Schematic of DfMUX readout system. Bolometers, modelled as
resistors, are connected in series with a coil L and a capacitor C creating parallel

RLC circuits.

deploying a HWP such as POLARBEAR/Simons Array and the Simons Observa-
tory actually have both technologies, detector pairs for pair differencing, as well
as a HWP for demodulation. This redundancy allows for internal consistency
checks and better control of systematic effects.

HWPs therefore are crucial elements for some of the current and future CMB
polarisation experiments, both ground- and space-based. However, introducing
a new element in an instrument also necessarily introduces potential systematic
effects. It is therefore needed to carefully model the HWP for efficient calibration
and data analysis, as detailed in section 7.1.

Readout

Readout technologies are advanced electronic systems allowing to multiplex
and read a constantly increasing number of cryogenic detectors operating simul-
taneously, without affecting their signal or heating them. Readout systems can
vary between experiments, but one of the most popular scheme is Digital Fre-
quency Multiplexing (nicknamed DfMUX) [83].

In order to minimise the number of wires, TES bolometers are grouped, and
each bolometer is mounted in series with an inductance and a capacitance, differ-
ent for each bolometer (see figure 5.3). This creates RLC resonators with different
resonance frequencies. The same carrier signal with different frequency compo-
nents - a frequency comb - can therefore be used to read several bolometers at the
same time, which limits the number of wires, and simplifies the readout electron-
ics. This frequency combs give its name to this readout scheme.

For TES bolometers, the current flowing through the bolometer that we want
to measure, Ibolo, is sent through a superconducting coil, which has the required
low input impedance for the measurement. This coil produces a magnetic field,
which changes as Ibolo changes. A Superconducting QUantum Interference De-
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Figure 5.4 – Evolution of raw sensitivity of selected past, current and future
CMB experiments

Credit: CMB Stage-4 [61], adapted by J. Errard & C. Vergès

vice (SQUID) [58] is then used to convert this magnetic flux into a voltage, easier
to measure. The signal is then handled by a complex electronic system, based on
FPGA hardware implementation.

I have summarised the main elements of modern CMB polarisation experi-
ments. Many of them were deployed for the first time in CMB polarisation ex-
periments only in the past 15 years. Although technological progress has been
huge since the first anisotropy measurements in the 1990s, and allowed to map
temperature anisotropies and E-modes with a very high precision, the required
sensitivity to detect primordial B-modes has yet to be reached!

5.2 Toward the next-generation experiments

Detecting signals at a lower and lower amplitude indeed requires sensitiv-
ity of CMB polarisation experiments to be increased by several orders of magni-
tude. This sensitivity is measured in µK for raw experimental sensitivity, and in
µK.arcmin for on-sky sensitivity on a fictional 1′ × 1′ pixel. A convenient clas-
sification for CMB polarisation experiments is their stage, corresponding to the
order of magnitude of the number of detectors they have, which is a good figure
of merit for their sensitivity. Figure 5.4 summarises stages and raw experimental
sensitivity progress over the past 20 years. It also presents the forecasted sensi-
tivity of several incoming experiments.

In addition to increasing the number of detectors, new technological devel-
opments, combined with novel data analysis techniques, have allowed to push
detection limits always further, putting progressively tighter constraints on the
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primordial B-modes amplitude. To keep incrasing this sensitivity in the near fu-
ture, we have a to take up many technical challenges, outlined in section 5.2.1,
as well as data analysis challenges, presented in section 5.2.2. Another impor-
tant aspect of CMB polarisation observations is the synergy between ground- and
space-based experiments, whose principles are outlined in section 5.2.3.

5.2.1 Technical challenges

The first leverage to improve the sensitivity and performance of CMB polari-
sation experiments is the deployment of many thousands of detectors. Another
crucial point, as described in Chapter 4, is the acquisition of multi-frequency data
sets to enable component separation, which is the case for most of the current
and next-generation experiments. Moreover, the determination of the polarisa-
tion state of the incoming signal has to be improved. These requirements call for
new technological developments.

Readout

When it comes to readout, the larger the detector arrays, the harder to cool it
down to sub-Kelvin temperatures, because of their own size, and of the increasing
number of wires needed to readout bolometers, which creates thermal leaks. It
becomes therefore necessary to increase the multiplexing factor, i.e. the number
of bolometers that are read out together, in order to limit the number of wires and
sources of noise. Readout noise is indeed one of the main concerns when it comes
to readout performance, since we target lower and lower cosmological signals.

In the standard DfMUX implementation, SQUIDs are located at 4K, on a dif-
ferent cryogenic plate than the detectors, that are at sub-Kelvin temperatures.
This is a source of readout noise, and it can limit performances of the instrument.
In the context of future experiments, in particular CMB-Stage 4, one of the con-
sidered options is to move the SQUIDs to sub-Kelvin temperatures. Improving
performances of SQUIDs and better understanding their noise is also a strong
requirement for future arrays. Moreover, readout technologies tend to correlate
signals detected by different detectors, a phenomenon called crosstalk. It de-
pends on the readout system parameters as well as the layout of the focal plane,
and in particular it tends to increase when multiplexing factors increase. It is
therefore necessary to either mitigate this effect by deploying new technological
solutions, or carefully model and account for it in data analysis and performance
forecasting, as detailed in section 6.3.2.

A possible alternative to mitigate crosstalk at hardware level could be to use
microwave SQUID multiplexers [84], where detectors with different frequencies
couple to a common transmission line. Each resonator is then associated with
a different SQUID. This implementation allows a much higher multiplexing fac-
tor than the usual DfMUX scheme (∼ 1000 detectors versus at most a few hun-
dreds), without increasing crosstalk and noise. Such systems are currently under
development for potential deployment [122], and are considered for the Simons
Observatory (see section 5.3.1).

However, all these improvements are still based on SQUIDs as amplifiers.
Such components are non-linear and very sensitive, and thus require careful
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tuning and operation, which can become tricky during instrument operation.
For these reasons, a SQUID-less implementation of DfMUX using a transformer-
coupled amplifier is also being developed [235].

Multi-frequency data sets

Although it is possible to achieve component separation using external data
sets, as this was done in the past - Planck full sky maps are widely used for com-
ponent separation in the context of ground experiments - upcoming experiments
aim at acquiring multi-frequency data sets, which allows to have consistent in-
strumental characteristic (noise, beams, gains, etc.) over frequency channels,
which limits systematic effects. More frequency channels therefore mean more
telescopes and more detectors. Beside cost issues, this poses several technical
challenges.

Multichroic focal planes In order to reduce the number of telescopes and focal
planes, a convenient solution is to build multichroic focal planes, sensitive to sev-
eral frequencies. It also allows to increase mapping speeds, as the sky is mapped
in two (or more) frequencies at the same time. Depending on the experiments,
the focal plane can either be divided in several areas corresponding to different
frequencies (this is usually the case for space missions, like Planck or LiteBIRD4),
or host multichroic pixels. For dichroic pixels, detectors are grouped by four, i.e.
two pairs of detectors sensitive to two different frequencies. These four-detector
pixels are coupled to the amplification system (lenslet-antenna or horn), as well
as a micro-strip filter that defines the bandpass. Since micro-strip filters are as-
sociated directly to one detector, it makes it possible to have several frequency
channel on the same focal plane, and even in the same pixel. However, if filters
are detector-specific, antennas are not. The lenslet-antenna system for a given
pixel thus has to encompass two different frequencies, and therefore has to be
relatively broadband. The same remark still applies for the HWP - the situation
can even be more extreme for the HWP if the focal plane is split into different
frequency areas (more than two) as this will the case for LiteBIRD [150].

Sinuous antennas Some of the previous CMB experiments (such as
POLARBEAR-1) used crossed double slot dipole antennas, that are limited in
bandwidth and are therefore not suited for dichroic pixels. Sinuous antennas [87]
are linearly polarised, broadband antennas whose parameters can be finely tuned
to achieve the required characteristics.

Like most of broadband components, some of their characteristics slightly de-
pends on frequency. In particular, sinuous antenna polarisation axis exhibit a
small rotation, known as polarisation angle wobble. This variation of the po-
larisation angle has to be calibrated and modelled in the data analysis process,
otherwise it could introduce systematic effects.

4 Note that LiteBIRD will also have trichroic pixels, in addition to focal planes separated in
different frequency areas.
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Broadband half-wave plate The HWP is a crucial element to modulate, and
then reconstruct, the polarisation of the incoming radiation. It is a complex opti-
cal element, which, in the most general case, introduces a phase shift δ between
input and output polarisation components. This phase depends on observation
frequency and HWP physical parameters, where the later can be tuned to ensure
a good performance of the HWP. In the case of a multi-frequency focal plane, a
broadband HWP has to be deployed. As detailed in section 7.1.1, this introduces
an effective frequency-dependent polarisation angle, as do sinuous antennas.

Calibration challenges The calibration of the global polarisation angle of the
instrument across frequencies is therefore crucial to achieve science goals. How-
ever, although it is possible to measure polarisation angles of various parts of the
instrument in the lab before their integration and deployment. Calibration cam-
paigns are also carried out once the instrument is fully integrated, but the mea-
surement of the global polarisation angles is a challenging procedure to achieve
in observing conditions. A miscalibrated polarisation angle can lead to E to B
leakage, and therefore bias the estimation of r. This is also a crucial measurement
for birefringence (see section 2.7.4).

In addition to the development of better polarisation angle calibration strate-
gies, we propose in Chapter 7 a model of polarisation angle systematic associated
with HWP and sinuous antennas for data analysis purposes. We use this model
to address the issue of component separation in Chapter 8.

5.2.2 Data analysis challenges

Another consequence of the increasing number of detectors is the increased
volume of time-domain data. Typical Stage 3 and Stage 4 CMB polarisation ex-
periments will produce data sets of thousands of billions of time samples, which
have to be calibrated and turned into maps of as many as millions of pixels. This
requires the use of state-of-the-art computing techniques and computational plat-
forms, in particular massively-parallel computing on huge clusters. To be effi-
cient, this calls for not only better algorithms, but also their efficient implementa-
tion to take advantage of the always growing computational capabilities.

In particular, in CMB data analysis, there are two families of linear problems
that require massively parallel computing: Wiener-filtering and map-making equa-
tion.

The Wiener-filtering problem applies to equations of the form:

m = s + n, (5.3)

where m is a sky map, s a noiseless map and n a noise realisation. The minimum
variance estimate of the noiseless sky signal, i.e. its Wiener filter, can be written
as:

sWF = (S−1 + N−1)−1N−1m, (5.4)

where N is the noise covariance matrix N ≡ 〈nnt〉. To compute the Wiener filter
of the measured map, one needs to invert the system matrix (S−1 + N−1), which
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quickly becomes computationally impossible in the case of millions of pixels. The
problem can however be rewritten as a linear system:

(S−1 + N−1)sWF = N−1m, (5.5)

that can be solved iteratively.
The map-making problem is quite similar. The data model is written as:

d = Ps + n, (5.6)

where P is the pointing matrix of the telescope. The estimator for the sky signal
becomes:

ŝ = (PtN−1P)−1PtN−1d, (5.7)

As the pointing matrix P is typically a huge sparse matrix, the system matrix
(PtN−1P) can thus not be easily numerically inverted. The solution is then to
use iterative solvers to solve:

(PtN−1P)̂s = PtN−1d. (5.8)

Reconstructed maps ŝ can then be used to compute power spectra and perform
science analysis.

For maps of millions of pixels as modern CMB polarisation experiments pro-
duce, these procedures require high-performance computing to handle such data
sets. Performance of linear solvers and conjugate gradient techniques in the case
of CMB data analysis are therefore an active field of research5, and some novel
methods are described for example in [201].

Moreover, as we look always deeper into the CMB signal, this calls for more
advanced and complex data models, needed to ensure sufficient precision. In
particular, as will be elaborated on in the following chapters, more involved data
models are required to take into account the complexity of modern CMB polarisa-
tion experiments and ensure a good control of potential systematic effects. Some
of these new models, such as the ones developed in Chapter 7, require to amend
usual map-making techniques. This calls for an end-to-end procedure for data
processing, which takes into account a wide range of instrumental and system-
atic effects as early as possible in the data processing chain.

5.2.3 From ground to space

Observing CMB from the ground or from space has different constraints and
limitations, and either approach is therefore better suited for somewhat different
science goals. Both approaches are highly complementary and should ideally
be pursued concurrently. I briefly discuss the pros and cons of both approaches
below.

5 See for example the website of the interdisciplinary project B3DCMB http://b3dcmb.
in2p3.fr/
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Figure 5.5 – Atmospheric transmission and foreground coverage from ground
and space

Ground

Frequencies of interests for CMB observations are between 30 and 450 GHz,
covering of course the peak of CMB emission but also foreground emissions to
achieve component separation. Observing all these frequencies from the ground
is not possible because of the limited atmospheric transmission: as shown in
Figure 5.5, only a few bands below 300 GHz are available from the ground,
within which ground-based polarisation experiments focus. Moreover, atmo-
spheric transmission depends on several factors, in particular the amount of pre-
cipitable water vapour (PWV) in the atmosphere. This quantity depends on cli-
mate, weather, time of the year, etc. and therefore has to be closely monitored
to correct for variations during observation time. On that basis, a band centred
at 90 GHz is the best choice from the ground: it is where the CMB is the most
dominant with respect to all other contaminants, including foregrounds and at-
mospheric water vapour and oxygen emissions.

To lower the impact of PWV, CMB experiments are mostly located in the driest
places on Earth, such as the Altiplano in Chile or the South Pole. This minimises
the impact of atmosphere on observations, but does not suppress it. The ground
itself can also affect thermal loading, that appears as scan-synchronous signal
(SSS), that one needs to model and remove from the data.

Moreover, from an Earth-based observatory, sky visibility is limited, i.e. it is
not possible to observe 100% of the sky. This could be overcome by deploying ex-
periments at several locations on Earth, but as mentioned below, only a few very
specific places meet the required criteria for observations, most of them located
in the southern hemisphere: Chile and South Pole, as well as South Africa and
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Australia for experiments targeting the radio emission of the sky below 10 GHz.
A couple of CMB experiments are located in the northern hemisphere in Spain:
NIKA in the Sierra Nevada mountains, which has a 6.5 arcmin field-of-view and
a 12 arsec angular resolution and is not designed for primordial B-modes search
but rather for cluster science; and QUIJOTE in Canary Islands, which surveys the
radio sky between 10 and 40 GHZ. It is only very recently that a CMB polarisa-
tion experiment targeting primordial B-modes (i.e. with a broad frequency and
sky coverage) has been proposed for deployment in the northern hemisphere, the
Ali CMB Polarisation Telescope [165], in Tibet.

However, even with these limitations, CMB ground observations are essential.
First of all, it is a lot more easier and less expensive to deploy any experiment on
the ground than in space! Moreover, it can be repaired and upgraded, which
is not the case in space6. Ground based experiments are therefore essentials to
validate new technologies that could be sent to space later on. This validation
step on the ground is usually required by space agencies before approving a new
mission design. Moreover, even from the ground, we have access to a sufficiently
broad range of frequencies (see Figure 5.5) so that component separation is in
principle possible by using only data obtained from the ground. This has not
been achieved yet, but is expected in the coming years with the new generation
of experiments.

Another very important aspect for ground-based experiment is their size. It is
indeed possible to deploy huge telescopes with thousands of detectors: although
there are technical challenges to do so, the size of the telescope itself is not limited
by the rocket payload size, not to mention the price of a space mission... Ground-
based observatories therefore tend to deploy preferentially highly sensitive focal
planes, that mostly target relatively high angular scales with a sharp angular res-
olution.

Space

The main advantage of space based experiments is to have access to the entire
sky, with a broader frequency coverage than from the ground (see Figure 5.5).
Space missions are therefore essential to produce high fidelity maps of polarised
foregrounds, and in particular dust because it is more difficult to access high
frequencies than low frequencies from the ground. Moreover, because of more
stable conditions, observation efficiency from space is much higher than from the
ground.

However, these missions are much more challenging from a technical point
of view. They require the validation of technologies for use in an extreme en-
vironment, their robustness to endure vibrations at launch and continuing per-
formances for many years without external intervention. For these reasons, tech-
nologies used in space mission are usually relatively older, tried-and-tested, which
can be a limiting factor compared to ground observatories. Space experiments
are also limited in size and weight, and usually have a much smaller number of
detectors than ground experiments - a few tens for the first generation of space
missions, to a few thousand at most for the most recent proposals. This relatively

6 Unless your experiment is the Hubble Space Telescope...
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low number of detectors is compensated by their better sensitivity given lower
background.

These limitations make space mission more suitable for a large scale, broad-
band survey, with a relatively low angular resolution. In this respect, they are
necessary to map B-modes on the largest scales in the near future, for example
with the LiteBIRD mission, whose launch is scheduled in the late 2020s (see sec-
tion 5.3.2).

Balloons

We can not conclude this section on ground and space without mentioning
balloon-borne experiments. They offer a trade-off between the two other options.
Their development is less expensive than a space mission, they can in theory be
flown several times after upgrading the focal plane, and they obviously avoid
atmospheric absorption and ground pick-up by flying in the high atmosphere -
typically above 40 km. However, because of their reduced size and time of ob-
servation (typically a month of operation at most), they can only scan a small
fraction of the sky and are therefore more suitable for small scale surveys. More-
over, balloon flights are very sensitive to weather conditions, and it can be very
challenging to communicate with the experiment during the flight due to lim-
ited space on the gondola, that limits transmitter power. Although some ma-
jor discoveries for CMB science were made with balloon-borne experiments (in
particular BOOMERanG and MAXIMA mentioned in section 2.1), they are less
favoured today because of the technical difficulties just mentioned. As the limit
for primordial B-modes amplitude is pushed always lower, it becomes clear that
their detection can be achieved only in very well controlled environment, which
would be very difficult to guarantee in a balloon gondola.

Ground, balloon-borne and space experiments therefore have their respective
advantages, and are suited for specific, complementary purposes. In the quest
for such an elusive goal as primordial B-modes, it is important that all of those
are tried!

5.3 Selective experimental landscape

Since the beginning of this manuscript, I have mentioned several experiments
and I am sure you are eagerly waiting for a more complete picture!

5.3.1 Ground-based experiments

As advertised in the introductory part of this chapter, I detail here the ex-
periments that I am a member of - except for CMB-Stage 4 which is a natural
extension of these projects.

POLARBEAR/Simons Array

I start with a quick overview of the POLARBEAR/Simons Array projects, as
more details can be found in Chapter 6.

122



5.3. SELECTIVE EXPERIMENTAL LANDSCAPE

POLARBEAR-1 The POLARBEAR experiment is located on the Chajnantor
plateau in Chile, 5200m above sea level. The first instrument, POLARBEAR-1,
was deployed in 2012, and observed until 2017. POLARBEAR-1 was a single
frequency experiment (150 GHz) with a relatively high, 3.5’ angular resolution,
targeting both lensing B-modes and primordial B-modes.

Simons Array Simons Array is the second stage of the POLARBEAR experi-
ment. In the long run, it will be composed of three telescopes observing in 4
frequency bands: 95 GHz & 150 GHz for the first two telescopes, and 220 GHz &
280 GHz on the third one. New technologies for antennas and HWP will be de-
ployed to accommodate dual frequency pixels, and the total number of detectors
will be about 20 times larger than in POLARBEAR-1.

Once fully deployed, Simons Array will reach σ(r = 0.1) = 0.006, and
σ(Σmν) = 40 meV thanks to cross-correlation with other data sets such as DESI.
The sky region observed by Simons Array should indeed overlap with several
other surveys in various wavelengths, opening up opportunities for several cross-
correlation studies with existing or future surveys. Simons Array is also a techni-
cal test-bed for new technologies such as cryogenic broadband HWP and sinuous
antennas, that will be deployed within the Simons Observatory and LiteBIRD.

Simons Observatory

Instrument The Simons Observatory [269] is a broad international collaboration
established in 2016, aiming at building a new CMB observatory in Chile, next to
Simons Array and ACT. It will consist in four Small Aperture Telescopes (SATs)
and one Large Aperture Telescopes (LAT).

SATs are 42cm refractive telescopes, and will observe the sky in six frequency
frequency bands: one telescope at low frequency (LF, 30/40 GHz), two at mid-
frequency (MF, 90/150 GHz) where the CMB signal is stronger, and one at ultra-
high frequency (UHF, 220/280 GHZ). This configuration will allow to achieve
internal component separation, as SATs target large scale primordial B-modes,
for which foreground contamination is most worrying. The LAT is a 6m crossed
Dragone telescope, which will contain up to 13 optics tubes, each of them 38 cm
wide. The LAT will also have a broad frequency coverage, and a high angular
resolution, allowing for high accuracy lensing reconstruction, mapping of a large
number of SZ clusters, and internal delensing within the Simons Observatory.

Science goals Thanks to its 5 telescopes operating in 6 frequency bands and
at different angular scales, the Simons Observatory will be an unprecedented
window on our Universe [269]. It will probe the evolution of the Universe at
many different epochs, from inflation with the observation of large scale B-modes
to galaxy evolution and cluster dynamics, including reionisation and dark en-
ergy. To achieve these broad goals, Simons Observatory telescopes will have
an unprecedented sensitivity to both large scale primordial B-modes - down to
σ(r = 0) = 2 − 3 × 10−3 without delensing - and small scale temperature and
E-modes anisotropies. It will also probe many other effects on the CMB such as
Sunyaev-Zel’dovich effects (both thermal and kinetic) and, of course, lensing.
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Figure 5.6 – Cryostats of one of the SATs (left) and LAT (right)
Credit: N. Galitzki & M. Devlin

CMB-Stage 4

The CMB-Stage 47 experiment will be the first experiment deploying more
than 500 000 detectors, and will reach an unprecedented sensitivity from the
ground (see Figure 5.4). It will also be the first experiment to be composed of
telescopes at several observing sites: Chajnantor plateau in Chile (currently host-
ing Simons Array, ACT, CLASS and soon Simons Observatory and CCAT), the
South Pole (currently hosting BICEP/Keck Array and SPT-3G), and potentially
other sites in the Northern hemisphere. All these experiments are joining their
forces into a huge international effort to detect and characterise primordial B-
modes from the ground, and will also observe lensing, E-modes and clusters.

CMB-S4 targets the observation of B-modes up to cosmic variance limita-
tion for modes accessible from the ground, with a sensitivity on r as low as
σ(r = 0) ' 5 × 10−4 after 90 % delensing [259]. Besides primordial B-modes,
CMB-S4, combined with other incoming surveys such as DESI or the Vera Ru-
bin Observatory, will also investigate the burning issues of cold dark matter and
dark energy. CMB-S4 project’s ambitious science goals call for the development
of new technologies for optics (both telescope and receiver), detectors and read-
out [62]. To this respect, the modelling and control of systematic effects will be
of crucial importance for a successful project. Some of the methods I developed
will therefore become all the more necessary when it comes to experiments with
higher sensitivity.

5.3.2 LiteBIRD: looking for B-modes from space

In the past, only four space missions have been dedicated to CMB observa-
tions: RELIKT-18, COBE, WMAP and Planck. Recently, several designs have been

7 https://cmb-s4.org/
8 RELIKT-1 was a CMB experiment on-board the Prognoz 9 satellite, launched by the USSR in

1983. In their first results, they announced only upper limits on CMB large scale anisotropies,
but after re-analysing the data ten years later, they announced the measurements of large scale
temperature anisotropies in 1992 [248]. Their results were however overshadowed by those of
COBE, published the same year...
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proposed to continue CMB observations from space, in particular to target CMB
spectral distortions (see section 2.7.2). However, the only CMB mission that have
been selected - so far - is the Japanese-led mission LiteBIRD9 [64]. According to
the current planning, LiteBIRD would be launched in 2028, and last 3 years.

The satellite will map the sky 50 times deeper than Planck in polarisation,
thanks to 4736 cryogenic detectors, distributed over 15 frequency bands from 40
to 402 GHz (in the current design). LiteBIRD’s technology will be very similar to
current ground-based technologies, notably the ones of Simons Array and Simons
Observatory. In particular, readout and HWP technologies will be demonstrated
on the ground, allowing for a better systematic model and control for LiteBIRD.

LiteBIRD will perform full sky observations and therefore have access to an-
gular scales impossible to observe from the ground, with ` . 30. In return, its
map-depth and angular resolution are lower compared to most recent ground-
based experiments. This illustrates very well the synergy between space and
ground mentioned in section 5.2.3. LiteBIRD and its broad frequency coverage
will provide foreground maps for ground-based experiments, and benefit from
high-resolution data of ground observations to achieve delensing.

Throughout this chapter, I have emphasised the importance of controlling sys-
tematic effects, in particular for the new generation of experiments. I have intro-
duced some of the effects I will focus on in the following chapters: crosstalk and
readout systematic effects in Chapter 6, and HWP and sinuous antennas effects
in Chapters 7 in 8.

9 http://litebird.jp/eng
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As I presented in section 5.3.1, the POLARBEAR/Simons Array project con-
sists in a series of experiments located in the Atacama desert in Chile. Because
of its exceptional atmospheric conditions, the site hosts two other CMB polarisa-
tion experiments, ACT and CLASS, and the radio-interferometer ALMA is also
located nearby. In the coming years, more experiments will be installed on the
same site, in particular Simons Observatory, CCAT-prime and CMB-Stage 4.

POLARBEAR/Simons Array is dedicated to the measurement of CMB polar-
isation, in particular lensing and primordial B-modes. I joined the collaboration
at the beginning of my PhD, and was therefore associated with the work com-
pleted over the last three years. In this chapter, I detail in section 6.1 the design,
operation and science results of POLARBEAR-1. In section 6.2, I highlight my
contributions to the deployment of one of the Simons Array telescopes, and in
section 6.3, I outline the analysis and removal of systematic effects in general, as
well as the crosstalk modelling work that I have conducted within the POLAR-
BEAR/Simons Array collaboration and in a broader context.
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Figure 6.1 – Optical design of the POLARBEAR-1 experiment, showing the
global ray tracing through the mirror and optics tube (left), and a zoom on the

receiver (right)
Credit: The POLARBEAR Collaboration [143]

6.1 POLARBEAR-1

POLARBEAR-1 was the first stage of the POLARBEAR experiment, and was
deployed in 2012 on the Huan Tran Telescope (HTT) in Chile, after integration
tests in California.

6.1.1 Instrument

All POLARBEAR telescopes are off-axis crossed Dragone telescopes, with a
2.5 m primary mirror, and 2.4°-wide field of view. After the secondary mirror,
the collected light is directed towards a cold optics tube (cooled at 80K). The fo-
cus created by the telescope mirrors is re-imaged by lenses on a flat focal plane.
The optics tube also contains several filters to ensure a good performance of the
instrument by limiting stray light and cross-polarisation. The optics chain of the
telescope is shown in Figure 6.1.

The first instrument, POLARBEAR-1 [13, 143], had 637 pixels, each of them
made of 2 TES bolometers sensitive to orthogonal polarisation directions, i.e. a
total of 1274 detectors. Depending on the relative orientation of the antenna with
respect to detectors inside a pixel (see Figure 5.2), half of the pixels are sensitive
to Q polarisation, the other half to U polarisation. In a given pixel, as the two de-
tectors are orthogonal, one is sensitive to +Q (or +U), and the other to -Q (or -U).
The entire focal plane is cooled at 250 mK using Pulse Tube Coolers (PTC) and
Helium-3 fridges (see Figure 6.1). On top of each detector are micro-strip filters
defining the bandpass - POLARBEAR-1 was a single frequency experiment ob-
serving at 150 GHz. Detector beams were Gaussian beams defined by the optics
chain of the telescope, including a cold aperture stop and lenslet-coupled double
slots dipole antennas on each detector pair, with a full width at half maximum
(FWHM) of 3.5’ at 150 GHz.

The instrument operated between 2012 and 2017. An ambient temperature
continuously rotating HWP was added in the prime focus in 2014. POLARBEAR-
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1 was thus one of the first CMB experiments to deploy a continuously rotating
HWP for polarisation modulation. This allows for a better control of instrumental
systematic effects, as detailed in section 7.1.1. We successfully demonstrated the
operation and polarisation reconstruction with the HWP [254].

Observing runs of POLARBEAR-1 were divided in 3 seasons of observations,
corresponding to different scanning strategies. During the first two seasons, in
2012-2013 and 2013-2014, three small sky patches were observed. They are 3°×3°
wide, and have been chosen because they are low in foreground contamination,
and at least one of them is visible from Chile at anytime. After 2014 and the
commissioning of the continuously rotating HWP, a large patch of 670 square-
degrees was observed, to target more specifically large-scale B-modes.

6.1.2 Scanning strategy

The scanning strategy for any CMB polarisation experiment has to be carefully
optimised to maximise the observing time as well as minimise systematic effects.
For POLARBEAR-1, the scanning strategy consisted in series of Constant Eleva-
tion Scans (CES): for each CES, the position of the telescope is fixed in elevation,
and it scans back and forth in azimuth (azimuth and elevation are illustrated in
Figure 6.2). The nominal scan speed is 0.75°/s for small patch observations, and
0.4°/s for large patch. Change in azimuth direction at the scan endpoints, re-
ferred to as turnaround, defines a subscan. Each CES lasts for about 15 minutes
(for small patch observations), and there are about 200 subscans per CES. After 15
minutes of continuous observations, the sky patch has moved with respect to the
telescope, and the elevation and azimuth are adjusted to perform another CES,
on the same patch or on another one. The cycle of CES is based on the fridge
cycle: periodically (it can be every 24, 36 or 48 hours depending of the type of
observations), the Helium-3 in the cryogenic fridge needs to be recycled. This in-
terrupts data taking and the focal plane slightly heats up, so detector properties
can be modified, in particular gains. Before beginning a new cycle of CES after
the fridge has been cycled, one therefore has to perform a calibration run. In ad-
dition, every 5 CES, a calibration run is performed because atmospheric loading
changes when changing elevation.

As patches are scanned with different elevations at each CES, this provides
data with different attack angles on the sky: this is crucial to minimise the effects
of noise correlation in the map-making, and properly reconstruct the polarisation
signal. The addition of the continuously rotating HWP also provides varying
attack angles. Moreover, this allows to mitigate some instrumental and ground
pick-up systematics that generate spurious polarisation signals. The CMB signal
is indeed fixed in sky coordinates, whereas the signal coming from the ground is
not, as shown in Figure 6.3. Having scans at different elevations helps mitigating
some systematics coming from the ground, as they can be averaged down, but
this is true only up to some level of contamination as some modes of the ground
signal are degenerated with the sky signal [220].
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Figure 6.2 – Definition of azimuth and elevation (altitude) angles

Figure 6.3 – Relative orientation of sky and ground signal. The red crosses
represent the CMB signal which is fixed in sky coordinates, but not with respect

to the telescope’s frame. The blue crosses represent spurious contamination
from the ground which is fixed with respect to the telescope.

Credit: J. Peloton
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6.1.3 Data analysis

The data analysis process takes raw data from their acquisition by the tele-
scope, and processes them so that it is usable to perform science analysis - lens-
ing reconstruction, power-spectrum, etc. I give here an overview of the main
steps. More details can be found in the POLARBEAR science papers such as
[263, 264, 266, 267]. I follow here in particular the steps of the large patch data
analysis [267], but the process for small patches was quite similar. The main dif-
ference was that the HWP was not present in the first two seasons of observa-
tions: this changes the polarisation reconstruction and the relative importance of
systematics, but the main steps of the analysis remain similar.

Calibration

Before processing the data, one first needs to perform a number of calibration
steps, that are crucial to ensure removal of some systematics and that data can be
used to derive reliable science results. The main steps of calibration are:

• HWP angle: when the HWP is deployed, one needs to reconstruct the HWP
angle using the encoder located on the HWP, and match it with the detector
time-stamps;

• pointing: performed using raster scans over radio sources, planets and Tau
A, that are usually done before each CES. The final uncertainty on pointing
is predicted to be lower than 50”;

• beam: calibrated using planet maps, mostly Jupiter and Saturn. As plan-
ets are smaller than the beam size, they appear as a point source for the
telescope. The image of a planet by the telescope therefore allows to char-
acterise the PSF of the telescope and measure its FWHM. POLARBEAR’s
FWHM is 3.5’ ± 0.1’ [264];

• detector gains: calibrated using a chopped thermal source which is ob-
served every four CES. Measurements are then matched with Jupiter obser-
vation, and the overall amplitude is scaled using E-modes data from Planck;

• polarisation angle: the determination of the polarisation angle of the in-
strument is crucial to ensure a proper reconstruction of the CMB polarised
signal. The standard calibrator for CMB observations is the Crab nebula
remnant, known as Tau A [14]. Combining observations of Tau A and HWP
polarisation angle measurements, we can reconstruct individual detector
relative polarisation angles. This allows to calibrate the polarisation angle
with a global uncertainty smaller than 0.5°[262]. The overall polarisation
angle of the telescope is finally calibrated by setting CEB

` = 0 - but as out-
lined is section 2.7.4, this does not allow to search for isotropic cosmic bire-
fringence, and new calibration methods therefore have to be investigated
for future experiments.
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Data analysis

The data analysis process itself is composed of several steps. One of the chal-
lenges is to properly remove the HWP synchronous signal as well as noise from
various sources, without affecting cosmological data too much. Data selection de-
scribed hereafter is therefore a crucial step: on the one hand, if too much data is
discarded because of high noise level, one risks lacking data and sufficient statis-
tics for science analysis; on the other hand, one risks claiming false results if noise
or other spurious sources of contamination are still present.

Data model Once calibrated, the raw time-ordered data (TOD) of the detectors
can be modelled as [267]:

dm(t) = I(t) + ε{[Q(t) + iU(t)]e−i(4χ+2θdet)}+A(χ, t) +Nm, (6.1)

where ε is the polarisation efficiency of the detectors, χ the HWP angle, θdet the
individual detector angle, A the varying contamination signal coming from the
HWP (HWP synchronous signal - see next paragraph), and N the noise. We also
define

m(χ) ≡ e−i4χ, (6.2)

that describes the polarisation modulation of the HWP. We already wrote a sim-
plified data model of HWP modulated data in Eq. (5.2), but we express it here
more explicitly because we need a precise modelling of the modulated signal so
we can demodulate it and reconstruct the polarisation signal.

HWP filtering and demodulation The first step is to remove the HWP syn-
chronous signal A(χ, t). This signal refers to spurious signals, that can be either
generated by the HWP because of its non-idealities (cross-polarisation, differen-
tial transmission and emissivity along axes, reflections, etc.), or result from the
modulation by the HWP of other instrumental spurious signals. They typically
appear as harmonics of the HWP rotation frequency f , mostly at 2f , but higher
harmonics are also present [232]. The most worrying component of the HWP syn-
chronous signal is the 4f component, because this is the frequency at which the
sky signal is modulated. Leakage or unpolarised signal to this component thus
generates intensity to polarisation leakage, that has to be taken into account in
the data analysis. However, in current CMB polarisation experiments, this signal
remain low enough so that it is not a major contaminant [155]. For POLARBEAR
data analysis, we use the time-dependent reconstructed HWP angle χ to estimate
the signal using the model proposed in [155], and then to iteratively demodulate
the signal as in [136].

One can then reconstruct the polarisation signal by multiplying the data by
twice the conjugate of the HWP modulation 2m?(χ), and apply a low-pass filter
to recover the demodulated polarisation signal as:

dd(t) = ε[(Q(t) + iU(t)]e−i2θdet +Nd. (6.3)
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Noise model The demodulated noiseNd is complex, and its real and imaginary
parts have twice the variance of the modulated detector noise Nm due to the fac-
tor 2 used in the HWP demodulation. The noise is modelled as two components:
a white noise component, and a low-frequency noise component scaling as 1/f 2.
The model is common to all detectors, and is assumed to be uncorrelated between
detectors. This model is then used in the data selection process (see below).

Data selection Before finally producing sky maps, data is flagged and selected
at the subscan level, so that poor quality data is excluded from science analy-
sis. In particular, one has to remove data when the noise level is too high, when
detector properties change during a scan - as the tuning of detectors and read-
out is extremely sensitive, this is likely to happen - or when a fast event occurs,
typically a cosmic ray glitch (single event effects). One also excludes data taken
during turnaround of the telescope at the end and beginning of each subscan.
As the telescope is accelerating then decelerating, this does not ensure a proper
sampling of the sky, and is likely to cause glitches.

Four steps of data selection are then performed, with increasingly strict crite-
ria at each step:

• glitches: removal of glitches and sharp temporal spikes in the TOD;

• noise selection: if a detector has too high a component for either white noise
or low frequency noise, or if it is too far from the model, data from this
detector is discarded;

• common mode selection: a common mode timestream is computed, and
observations with properties too far from this common mode (in particular
in terms of noise) are discarded;

• individual detector selection: individual maps for each detector are pro-
duced, and a χ2 map is computed by comparing fluctuations in the data
to the expectation from the detector noise weights. Maps with high χ2 are
rejected.

Map-making Once TOD have been demodulated and selected, the map-making
step consists in reconstructing a sky map from individual detector timestreams
and their position on the sky every time data is recorded (pointing matrix). Al-
though it is a formally simple problem, it quickly becomes computationally ex-
pensive because of the huge size of data sets in modern CMB polarisation exper-
iments as we introduced in section 5.2.2. There are two ways to approach the
map-making problem: one can either pre-whiten the noise before doing map-
making, or marginalise over noise templates during the map-making process.

The first approach consists in assuming that noise has effectively been removed
at TOD level during data processing, even if this is not exactly true, and thus the
data model can simply be written as:

d = Ps, (6.4)
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where d is the demodulated TOD as in Eq. (6.3), s is the true sky signal, and P is
the pointing matrix.

We want to estimate the sky signal ŝ:

ŝ = (PtP)−1Ptd. (6.5)

The system matrix (PtP)−1 is block-diagonal and its inversion does not pose any
specific computation issue. Although more simple, this methods however relies
on the fact that noise could be correctly modelled and filtered at TOD level, which
is a strong assumption. In particular, one does not need to model the noise too
precisely, as long as the appropriate filter can be found, so that the noise is effec-
tively white after filtering. However, in practice, this method obviously ignores
any poorly constrained modes that can not be correctly filtered, and that have to
be accounted for in latter analysis [220].

The second approach, not used in the context of the POLARBEAR data anal-
ysis is to include noise in the data model, as described in section 5.2.2.

6.1.4 Science results

Using small patch maps, POLARBEAR-1 was in 2014 the first CMB exper-
iment to measure polarisation lensing based only on polarised CMB measure-
ments [263], and also directly measure the B-modes power spectrum at sub-
degree scales [262] as shown in Figure 6.4. For the second season of observations
[264], a second data analysis pipeline was added, and we measured the lensing
amplitude defined in section 2.5.4:

AL = 0.60+0.26
−0.24(stat.)+0.00

−0.04(inst.)± 0.14(foreground)± 0.04(multi.) (6.6)

We rejected the hypothesis of no B-mode with a 3.1σ significance. These measure-
ments are shown in Figure 6.4, alongside with those of other experiments in the
field.

During the course of my PhD, several results were published by the POLAR-
BEAR collaboration, to which I have contributed. In particular, I was part of the
effort to estimate systematic errors due to readout crosstalk in the large patch
data, as detailed in section 6.3.

Using POLARBEAR data alone, we achieved B-modes delensing on small an-
gular scales [266], demonstrating for the first time the ability for an experiment
like POLARBEAR to achieve internal delensing using polarisation data only. As
mentioned in section 2.6.2, internal delensing is a necessary tool to achieve high
precision measurements of primordial B-modes, and this results therefore vali-
dates the method for future surveys.

We also published results of large-patch B-modes analysis [267], aiming at
setting upper limits on the tensor-to-scalar ratio r. Our results are consistent with
the ΛCDM model, and using cross-correlation with Planck high frequency maps,
we show that our low-` B-modes power spectrum is consistent with thermal dust
emission. We placed an upper limit or the tensor-to-scalar ratio r < 0.90 with
a 95% confidence level. This is an important step towards the development of
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Figure 6.4 – B-modes angular power spectrum experimental measurements
Credit: Y. Chinone

Simons Array and Simons Observatory, as it validates technology (in particular
the HWP) and data analysis methods.

Moreover, we completed and published two cross-correlation analysis of PO-
LARBEAR small patch data with other experiments:

• first measurement of cross-correlation between the lensing potential, recon-
structed from CMB polarisation data in one of the POLARBEAR-1 small
patches, and the cosmic shear field from galaxy shapes, using data from
Subaru Hyper Suprime-Cam (HSC) survey. We measured the lensing am-
plitude of the cross-correlation power spectrum, and estimated AL = 1.70±
0.48, with a 3.5σ rejection of the no-lensing null-hypothesis [190];

• cross-correlation between the CMB lensing convergence reconstructed from
measurements of the CMB polarisation, and bright infrared galaxies se-
lected in the Herschel-ATLAS survey. The wide ATLAS survey overlaps
with two small patches observed by POLARBEAR-1, and we reject the no-
lensing hypothesis with a significance of 4.8σ [265].

Such work emphasises the importance of developing multi-probe cosmology
as described in Chapter 3, and to take into account other planned surveys and
their sky coverage to allow for these cross-correlation studies between CMB and
other probes, in particular galaxies surveys.
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Figure 6.5 – POLARBEAR/Simons Array site in Chile in 2019. The central
telescope is the Huan Tran Telescope, that hosted the original POLARBEAR-1

instrument.

6.2 Simons Array

As outlined in section 5.3.1, after 5 years of operation, POLARBEAR-1 is now
being upgraded as part of the Simons Array [251], which is composed of three
similar telescopes, shown in Figure 6.5.

6.2.1 Instrument

The telescope that hosted the POLARBEAR-1 instrument for 5 years has been
decommissioned, and will be refurbished with a new high frequency instrument
to become POLARBEAR-2c in the coming years. Two additional telescopes have
been built, POLARBEAR-2a and 2b. All three telescopes are planned to have
dichroic focal planes, and host an increased number of detectors compared to
POLARBEAR-1, with 7588 detectors per focal plane - instead of 1274 - paired in
3794 pixels.

As in POLARBEAR-1, half of detectors are sensitive to Q polarisation while
the other half are sensitive to U. However, each pixel hosts not only 2, but 4
detectors: 2 per polarisation orientation and per frequency band. Technologies
for bandpasses are similar to POLARBEAR-1 as they are defined individually on
each detector, but to accommodate dual frequency pixels, Simons Array will de-
ploy dichroic technologies for antennas and HWP. All telescopes thus have an
achromatic HWP as polarisation modulator, and those of POLARBEAR-2b and
2c will be cooled at 80K, the first time such a technology is developed. Moreover,
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Simons Array is one of the first CMB experiment (after SPT-3G) to deploy sinuous
antennas to focus the signal in two frequency bands, and their behaviour in op-
eration will be crucial to assess the performances of future surveys (in particular
Simons Observatory).

6.2.2 Deployment

POLARBEAR-2a’s deployment started in 2018 in Chile and the instrument
achieved first light in January 2019. Calibration tests and runs have been per-
formed but the deployment is not yet fully completed, as some elements of the
instrument have not yet been commissioned. In particular, the ambient temper-
ature HWP has not yet been installed on the telescope, although first integration
tests have been completed. In November 2019, I took part in deployment ac-
tivities to prepare for the HWP installation on the telescope. In particular, I in-
tegrated all the necessary components for the HWP control and operation, and
tested control and data acquisition protocols.

When operating the HWP, one of the challenges is the precise recording of the
HWP position and angle, so that it is possible to demodulate detector timestreams
(see section 6.1.3 on POLARBEAR-1 data analysis). To do so, the angular position
of the HWP is read using an optical encoder tape on the HWP itself. An op-
tical head reads the encoder tape, and one can then reconstruct the position of
the HWP. However, a recording of the HWP position without anytime reference
frame is useless, as one needs to be able to relate the HWP position to the detec-
tor timestreams at any time. To do so, we use IRIG (Inter-Range Instrumentation
Group) time codes, a standard format to transfer timing information between
different instruments operating together. The IRIG signal is therefore shared and
distributed over all site equipment, and is used as a common time reference. Fi-
nally, one also has to be able to communicate with the motor operating the HWP
through the site network. All these communications and recording operations
are handled through an Arduino card, which has to be correctly wired and pro-
grammed so that communication with the HWP is possible. A schematic of a
proposed implementation is shown in Figure 6.6.

I also tested simplified data acquisition protocols to record HWP angular data
while operating the HWP. To do so, we operate the HWP through a motor con-
troller and record data at the same time. A typical control script is composed as
shown in Algorithm 1. Each of the steps of the algorithm are handled through
specific python scripts to communicate with the Arduino card through the site
network. The Arduino card then distributes instructions to the various elements
of the system, in particular the HWP motor and encoder, and transmits recorded
data back to the control computer (and error messages when appropriate).
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Figure 6.6 – Schematic view of HWP communication and control hardware for
POLARBEAR-2a

Algorithm 1 HWP operation test

1: Record HWP encoder data and IRIG time stamps for 120s
2: Wait 10s
3: Start HWP motor rotation
4: Wait 30s
5: Stop HWP motor rotation
6: Wait 20s
7: Start HWP motor rotation
8: Wait 30s
9: Stop HWP motor rotation

Raw HWP encoder and IRIG data are recorded in a single pickle1 file. We
then extract data from the file and check that we are able to match the recorded
angles with time, and that the recording is correct (no missing data). The position
angle of the HWP has to be known with a precision of at least 0.1°to allow for
primordial and lensing B-modes signal measurement [253]. Moreover, to avoid
jitter noise in the HWP angle reconstruction, the sampling rate of the encoder has
to be much higher than the detector sampling rate at 100Hz [126]2.

An example of angle recording is shown in Figure 6.7. Although prelimi-
nary, these tests have confirmed the capability of the electronic device I integrated

1 https://docs.python.org/3/library/pickle.html
2 The detector sampling rate must also be much higher than the bolometer time constant. For

POLARBEAR, the bolometer time constant is typically 1-3 ms [143], hence the 10 ms (100 Hz)
sampling rate.
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Figure 6.7 – Recording of HWP rotation angle during operation. The effective
sampling rate is 21 kHz, much higher than the detector sampling rate as

requested. The angular resolution is 0.017°, which also meets the requirement

to handle network communication and data recording for the HWP, and ensure
proper HWP commissioning and future operation.

6.3 Systematic effects

The analysis of systematic effects is a crucial step in data analysis, to ensure
that science results are not contaminated by spurious signals, coming from the
instrument or from the ground.

Some of the systematic effects are known from the beginning of operations
as they arise from specific parts of the instrument that have been studied on a
test bench prior to integration and deployment. In such cases, one can develop
a model for systematic effects and try to mitigate them in the data or during
calibration phases. Other systematics, such as ground pick-up and far side-lobe
contaminations, appear only when the telescope is operating and are harder to
take into account. All residual systematics after calibration and mitigation thus
have to be accounted for as a systematic error budget on the final results. The
assessment of the relative importance of systematics is also of great importance
to prepare for future experiments.

In this section, I first present the main steps of a typical systematic analysis,
and I then focus on readout systematics and various techniques that I have helped
to develop to better mitigate them.

6.3.1 Methods

When it comes to systematics estimation and mitigation, two important and
complementary processes are usually implemented in the data analysis frame-
work: null tests and estimation of residual systematics impacts. Although meth-
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ods described here are more general, I use the example of the POLARBEAR-1
large patch analysis [267], in which I took part.

Null tests

To check for systematics, we start by performing internal consistency tests on
data. The data is split in halves, and we perform a series of null tests: as the CMB
is stationary, the difference between two halves should be null if all sources of
contamination have been correctly removed. Depending on the contamination
source, there will be a particular data split that increases power in the null map.
To ensure that data is correctly cleaned, one therefore designs a series of splits
and performs corresponding null tests. Splits are designed according to a wide
range of criteria: chronological, CES types, subscan directions, detector and pixel
properties (Q/U, gain, position in the focal plane, orientation, etc.), HWP signal
amplitude, and environment (PWV, position of Sun and Moon).

Null tests are performed at the power spectrum level, and the null power
spectrum is computed as:

Ĉnull
` ≡ ĈA

` + ĈB
` − 2× ĈAB

` , (6.7)

where A and B are the two data halves and ĈAB
` is their cross-spectrum. The

spectra are computed using the same filters and pipeline as described in section
6.1.

For each `-bin of 50 ` (50 6 ` 6 100, 100 < ` 6 150, etc.) in each null spectrum
we compute:

χ2 ≡ Ĉnull

σ(Ĉnull)
, (6.8)

where σ(Ĉnull) is the standard deviation of the null spectra as estimated using
Monte-Carlo simulations of the noise. We then require than the probability-to-
exceed (PTE) derived for this χ2 test to be greater than 5% for some combinations
of the tests (details for the large patch analysis can be found in [267]). The impor-
tant point here is that we ensure that data pass the designed null tests, before we
actually look at the final EE and BB spectra (blind analysis). This ensures that the
final results can be trusted and are in principle not subjected to analysis bias.

Estimation of systematic errors

Null tests are an important consistency check, but they are limited by the sta-
tistical uncertainty of the splits produced from at most half of the data. They
therefore ideally need to be backed up by an ab initio analysis, where all (known)
systematics are modelled, and their effects on the final science products carefully
estimated using the pipeline as used for the actual data analysis. To do so, we
use a simulation pipeline to scan a realisation of the sky, and then add a mod-
elled systematic effect. This model can come from measurements derived from
instrumental calibration (as this is the case for crosstalk, as detailed hereafter),
or be derived from a theoretical model when no estimation on the field is possi-
ble. Modified simulated data (with systematic effects included) is then processed
through the same analysis pipeline as the one used for real data. We estimate the
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Figure 6.8 – Individual and total estimated contributions of systematic effects in
POLARBEAR-1 large patch data. The most important source of contamination
in E-modes comes from the beam and pointing calibration, which includes in
particular detector crosstalk. In BB, the dominant source of systematics is the

ground pick-up signal.
Credit: N. Goeckner-Wald and the POLARBEAR Collaboration [267]

power spectrum of the simulated map, and subtract the power spectrum obtained
from a reference simulation without systematic effects. This gives an estimate of
the contamination power spectrum associated with each systematic effect. All
such power spectra are then simply added together, to form a total estimation
of systematic contamination. Systematic contributions to POLARBEAR-1’s large
patch power spectra are shown in Figure 6.8.

It is therefore important to develop a framework for systematics modelling, so
that their effects are correctly taken into account. This is what we propose in the
next section for crosstalk, which is one of the dominant sources of contamination
for E-modes [267], and and also contributes to uncertainties for B-modes.

6.3.2 Detailed example: readout crosstalk

Crosstalk is a spurious signal due to coupling between two (or more) nom-
inally independent detectors. This coupling can occur at several levels in the
detection chain: in the optical domain (beam side-lobe leakage) or, most impor-
tantly, in the electronic domain. Readout crosstalk, on which we focus in this
work, is due to the specific architecture of the multiplexed readout system: as
detailed in section 5.1.2, modern CMB polarisation experiments have ever in-
creasing multiplexing factors, and new readout architectures aim at minimising
crosstalk. However, even with mitigation techniques at hardware level as cur-
rently deployed, a residual level of crosstalk is always present, and must be ei-
ther accounted for in the systematic errors budget, or mitigated during data anal-
ysis. If not, readout crosstalk mainly has two effects [72]: in the pair differencing
scheme, it induces temperature-to-polarisation (T-to-P) leakage; and in a demod-
ulation scheme (using e.g. a HWP), it mixes temperature or polarisation of one
detector, with the corresponding signal (temperature or polarisation) in another
one. This is another advantage of using a HWP, as polarisation-to-polarisation
leakage is of lesser amplitude than T-to-P leakage, because the amplitude of the
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temperature signal is much higher than the one of polarisation.
Finally, readout crosstalk can also induce beam miscalibration, in particular

for the polarisation beam [70], by generating negative side-lobes outside of the
main beam (see hereafter). This effect also has to be carefully modelled and/or
corrected for in the systematic analysis: in POLARBEAR large patch analysis, it
turned out to be the largest source of systematic in the E-modes power spectrum.
The development of methods as we propose hereafter would allow to correct for
crosstalk at TOD level, and therefore limit beam miscalibration.

Model

As a test case for crosstalk modelling, we consider the readout architecture
deployed in POLARBEAR/Simons Array, the DfMUX architecture [83] shown
in Figure 5.3. This architecture will also be used in LiteBIRD, and an improved
version allowing for a higher multiplexing factor [84, 122] will be deployed in Si-
mons Observatory. If the model dependence to hardware parameters we describe
here is specific to DfMUX, methods we develop for mitigation can be extended to
other readout architectures.

Sources In DfMUX, there are three main sources of readout crosstalk inside a
given SQUID3:

• cross-coupling of coils between channels;

• bias carrier leakage due to the shift of the Lorentzian tail;

• stray inductance of wiring in the readout circuit.

The first term scales as the difference between resonant frequencies of two
physically neighbouring channels. It can thus be mitigated at the hardware level,
by ensuring that two physically neighbouring channels have sufficiently different
resonant frequencies so that this term becomes negligible compared to the other
two terms.

To model the crosstalk contribution to channel j (timestream dj) from channel
i (timestream di), I use the model developed in [83]:

dj,crosstalk = −di ×

[(
R

4πfiδij

)2

+
Lstray

2Liδij

]
, (6.9)

where fi is the readout resonant frequency of channel i, δij is the resonant fre-
quency spacing between channels i and j, R and L are the resistance and in-
ductance of the resonant readout circuit (see Figure 5.3), and Lstray is the stray
inductance of the wiring.

For a channel j if we take into account crosstalk terms coming from all other
channels, we model the crosstalked timestream as

dj,tot = dj −
∑
i 6=j

di ×

((
R

4πfiδij

)2

+
fiLstray

2Liδij

)
. (6.10)

3 We neglect here inter-SQUID crosstalk and these terms are negligible compared to intra-
SQUID crosstalk [83].
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Figure 6.9 – Crosstalk mixing matrix computed using Eqs. (6.11 - 6.12) for a
multiplexing factor of 8. Inter-SQUID crosstalk is set to zero.

The effect of crosstalk on a TOD is thus a mixing of TODs from different detectors,
which results in a detector-to-detector leakage. This effect is small, typically less
than 1% in DfMUX and even less in microwave-multiplexing, as detector arrays
are designed to minimise it.

Coupling matrix formalism For a complete detector array (entire focal plane),
we propose to model TOD mixing induced by crosstalk using a detector-detector
mixing matrix Λ with:

λij = −
∑
i 6=j

(
R

4πfiδij

)2

+
fiLstray

2Liδij
. (6.11)

To ensure power conservation, we further impose that

λii =

√
1−

∑
i 6=j

λ2
ij. (6.12)

An example of a simulated crosstalk mixing matrix is shown in Figure 6.9.
We can thus write our data model as:

d = Λ(s + n), (6.13)

where s is the sky signal without crosstalk and n is the noise. We point out here
that noise is also affected by crosstalk, since it is assumed to primarily come from
the environment and not from the data acquisition chain, and thus correlated
detector noise is generated.
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Figure 6.10 – Simulated individual detector map with crosstalk when observing
Jupiter. This map is obtained from a single time-domain simulation assuming
constant elevation raster scan, hence the X-shaped cross due to scan direction.

Application to planet observations As described in section 6.1.3, detectors are
calibrated using planet observations, typically Jupiter, Saturn and Venus. As part
of the calibration process, in particular to measure detector beam properties, in-
dividual planet maps for each detector are produced. As planets can be well
approximated by point-sources for the detectors, their image through the beam
allows to characterise it (the time response of the readout is small enough to have
negligible impact on the effect).

I propose to use these individual detector beam maps not only to calibrate
beams, but also to estimate detector-to-detector leakage. If there were no crosstalk,
a given individual detector beam map would contain only the image of the planet
by the detector in question. However, because of crosstalk, we expect that the de-
tector channel also receives a negative side-lobe image of the planet from neigh-
bouring detectors, as shown in Figure 6.10. I developed methods to take advan-
tage of this effect to constrain the crosstalk amplitude, and propose two applica-
tions of this formalism in the following sections, in the context of POLARBEAR
data analysis.

Estimation for POLARBEAR-1

In the context of crosstalk estimation for POLARBEAR-1’s large patch anal-
ysis, we propose to reconstruct the crosstalk mixing matrix in map domain, by
measuring the amplitude of leaked signals in individual detector beam maps.
We transpose the TOD data model to map domain, and we model an individual
detector beam map as:

bj,obs. = bmodel +
∑
i 6=j

λijbj,model. (6.14)

Here we do not assume any specific model for λij , as we only aim at reconstruct-
ing a phenomenological crosstalk matrix. For the beam model bmodel, we use the
co-added beam map of the instrument obtained from all individual detector beam
maps and shown in Figure 6.11. We assume that, in this co-added map, crosstalk
contributions from all detectors average down, and that it is thus a crosstalk-free

144



6.3. SYSTEMATIC EFFECTS

Figure 6.11 – Co-added beam map of POLARBEAR-1 (left) and histogram of
recovered amplitudes of detector-detector crosstalk (right).

map. Moreover, we assume in this approach that crosstalk is linear and constant
in our data sets. We discuss these assumptions hereafter.

We take each individual detector map, subtract the co-added beam and then
fit for residual beam patterns of amplitude λij using a matched filter. We assume
that we know beam offsets for all detectors, so that we can identify the detector
that causes crosstalk thanks to its position on the focal plane. We can thus recon-
struct the crosstalk matrix in map space. We note here that, formally, this is not
the same matrix as the one we introduced above. However, it can be used as a
good approximation of crosstalk amplitude in the system. An histogram of recov-
ered amplitudes is shown in Figure 6.11. To assess the reliability of the procedure,
we generate a fake data set of beam maps with known amplitude of the contami-
nation signal, and run them through the same pipeline. We check that we recover
the correct crosstalk amplitude distribution, which validates our approach.

The reconstructed crosstalk matrix was then used to assess the residual level
of crosstalk in POLARBEAR-1’s large patch data analysis [267].

Parametric simulation

Building on the crosstalk coupling matrix model, I developed a framework to
generate an accurate crosstalk matrix given realistic focal plane layouts. The goal
of this framework is to be a building block for novel methods to mitigate crosstalk
effects at TOD level, in particular in the context of Simons Array data analysis.

Framework We set up the amplitude of crosstalk in the crosstalk mixing matrix
Λ using realistic instrumental parameters for frequency spacing and component
values. Given typical values of instrumental parameters (R ∼ 1Ω, L/Lstray ∼
150), the dominant source of crosstalk is the first term in Eq. (6.10), and its ampli-
tude is at most 2 % for the nearest neighbour case. We therefore propose a simpli-
fied approach with one free parameter p (leakage percentage), and we scale the
amplitude of the off-diagonal terms of Λ according to frequency scheduling:

{
λij,max = p

λij ∝ p
(δij)2

(6.15)
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where we recall that δij is the difference between readout frequencies of channels
i and j. We then produce simulated data of planet observations using the s4cmb4

simulation framework, modified to accommodate the parametric crosstalk model
we propose. Moreover, we have added options in s4cmb to handle the focal plane
architecture of CMB polarisation experiments, so that each detector is associated
with its resonant frequency in the readout system. This allows to simulate a real-
istic detector-detector crosstalk mixing matrix Λ, and apply it to simulated data
following the data model proposed in Eq. (6.13). We can for instance simulate
individual detector maps of Jupiter, as shown in Figure 6.10.

As a way to constrain the crosstalk amplitude, we are interested in recon-
structing the mixing matrix Λ from observations. We assume that the distribu-
tion of resonant frequencies in the focal plane is known. We then write the data
likelihood to estimate p as:

χ2 = −2 logL ≡
∑
ts,t′s

[
(d−Λs)t C−1 (d−Λs) + log (det(C))

]
, (6.16)

where the sum is on time samples ts. Since there are no correlations in time, we
can simplify this expression as:

χ2 = tr

[
(d−Λs)t C−1 (d−Λs)

]
+ nts log (det(C)) ,

=
∑
ts

(d−Λs)
∣∣∣t
ts

C−1 (d−Λs)
∣∣∣
ts

+ nts log (det(C)) , (6.17)

where (d − Λs)
∣∣∣
ts

denotes a t-th column of (d − Λs), nts is the number of time

samples and C is a ndet × ndet matrix expressed as:

C ≡ 〈(Λn)(Λn)t〉 = 〈ΛnntΛt〉 = Λ〈nnt〉Λt ≡ ΛNΛt (6.18)

Finally, we can express Eq. (6.16) as:

χ2 =
∑
ts,dd′

(d−Λs)
∣∣∣t
ts,d

(ΛNΛt)−1
∣∣∣
dd′

(d−Λs)
∣∣∣
ts,d′

+ nts log
(
det(ΛNΛt)

)
(6.19)

By minimising Eq. (6.19) with respect to p, one can therefore reconstruct the
crosstalk matrix from planet observations, and use it to correct for crosstalk, i.e:

dcorrected = Λ−1dobserved. (6.20)

Proof of concept To demonstrate the proposed framework, we test it on a small
data set consisting of ten detectors, p = −1.5 and a beam size of 3.5’. We consider
the noise to be uniform on all detectors with:

σdet = σarray ×
√

ndet, (6.21)
4 s4cmb is a simulation framework intended to test rapidly the impact of selected systematic

effects for CMB polarisation experiments. It was originally developed by Julien Peloton, and
modifications to the code that support this work can be found here: https://github.com/
ClaraVerges/s4cmb/tree/instrument_model
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where σarray = 2.3 × 10−3 µKCMB is the array noise level, with a map resolution
of 1.7′. With these parameters, the signal-to-noise ratio is high (∼ 105), but this
is coherent with a Jupiter observation at 150 GHz (TJupiter ∼ 150K) with a typical
CMB experiment.

We minimise Eq. (6.19) over 1000 noise realisations. We fit a Gaussian distri-
bution to the histogram of recovered p values and find:

µ = −1.5

σG = 6.635× 10−4, (6.22)

which shows that we can correctly recover the crosstalk amplitude parameter p,
as shown in Figure 6.12.

We also introduce the Hessian matrix:

H ≡ ∂2L
∂p2

, (6.23)

and the Fisher matrix:

F ≡ 1

2
tr

[
nts ×

(
(ΛNΛT )−1 ∂(ΛNΛT )

∂p
(ΛNΛT )−1 ∂(ΛNΛT )

∂p

)
+ 2×

(
∂Λ

∂p
s sT

∂Λ

∂p

T)]
.

(6.24)
We define σH = 1√

H , which is the curvature of the likelihood L at its peak, and
σF = 1√

F , which gives us a lower bound on the the width of the distribution of
recovered p for several noise realisations.

We estimate (see also Figure6.12);

σH = 7.300× 10−4 (6.25)
σF = 6.802× 10−4 (6.26)

which is in good agreement with the Gaussian we fit to the histogram5.
We therefore demonstrate the capability of the proposed framework to recon-

struct the crosstalk mixing matrix from single planet maps, in a simplistic case.
This method could thus be extended in the context of more complex crosstalk
models and instrumental configurations.

5 The width estimated with Fisher is higher than the fitted width σ, but the result is consistent
given the uncertainty on σ.
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Figure 6.12 – Histogram of recovered value of the crosstalk amplitude p for
thousand noise realisations. We overplot the Gaussian fit, as well as Fisher and

Hessian predictions.

Perspectives

In the case of POLARBEAR-1 data analysis, we performed the crosstalk analy-
sis after observations ended, and therefore had to make assumptions on crosstalk
linearity and time stability. Moreover, we only used the reconstructed matrix as
an estimation of the crosstalk amplitude in the final data set, but did not correct
for it, as the effect turned out to be small enough. To go one step further, we could
use the invert of the crosstalk matrix and apply it to the data set as proposed in
Eq. (6.20), an operation that would effectively suppress crosstalk contribution.
This was done for SPTPol data analysis [123], and we consider doing the same
procedure for Simons Array. Moreover, to be more consistent with the time-
domain crosstalk model that we know better, one could estimate the crosstalk
matrix in time domain, as we propose in the previous section. This would allow
for a better control of instrumental systematic effects

Moreover, future CMB polarisation experiments such as Simons Array and Si-
mons Observatory will deploy dichroic focal planes. In terms of focal plane and
readout architecture, it means that detectors sensitive to different sky frequencies
will be in the same pixel, and thus readout together. This could source inter-band
crosstalk, an effect that has never been studied or modelled for on-sky observa-
tions. The framework we propose, once interfaced with realistic hardware maps
as I have started to develop during my thesis, would allow to simulate this ef-
fect and assess its impact on science analysis. This would extend the work done
to study detector arrays effects in the context of Simons Observatory, in which I
participated [72].
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The drawback of the approach described in this section is that it considers each
instrumental systematic effect individually, and they are only added up at the
power spectrum level, as shown in Figure 6.8. With the increasing complexity
of CMB polarisation experiments, this approach might not be sufficient to ac-
count for all potential systematic effects. In particular, interplay of some effects
can not be easily modelled at the power spectrum level - we mentioned interplay
between beams and crosstalk for example. Other approaches to systematics con-
tamination mitigation therefore have to be envisaged. In particular, the method
we propose to simulate crosstalk would allow to correct for readout crosstalk,
and potentially some beam effects, at the map level, so that crosstalk would not
have to be considered in the final systematic analysis.

In addition to crosstalk, we also propose to model optics chain systematic ef-
fects. In the following chapters, we aim at proposing a more involved data model
taking into account complexity and interplay of several optics chain elements
(HWP, sinuous antenna, bandpass), and associated systematic effects.
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Optics chain systematic effects
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As detailed in Chapter 5, the deployment of multichroic focal planes for the
new generation of CMB polarisation experiments requires technological devel-
opments, such as broadband half-wave plate (HWP) and antennas. I outlined in
section 5.2 that such complexity of new projects calls for a thorough modelling
of the instrument, and an accurate characterisation of hardware parameters. In
this context, it is crucial to develop efficient tools for processing next generation
CMB polarisation data sets, to ensure that these experiments achieve the required
performance.

CMB data analysis is a complex process, composed of many steps. One of
them is map-making, that reconstructs single frequency intensity and polarisa-
tion maps from time-domain data. It is typically followed by another important
step, component separation, whose goal is to separate the CMB emission from
galactic foregrounds, starting from noisy frequency maps obtained from map-
making. While many component separation methods have been proposed, in
this work we focus on a pixel-based parametric component separation technique,
which we extend to account for instrumental systematic effects. As many of those
can be modelled reliably only in time domain, we first consider their impact on
the map-making procedure and on the maps.

Amongst systematic effects, the knowledge of the polarisation angle of the
instrumental polariser with respect to the sky coordinates is one of the key is-
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sues for polarisation-sensitive experiments [15]. To demonstrate the framework,
I therefore address one of the issues raised by the deployment of achromatic ele-
ments (HWP, sinuous antenna): their frequency-dependent polarisation angle. I
develop a new, involved data model which is suited to be used as a forecasting
tool (as I demonstrate in Chapter 8), and can be straightforwardly adapted to any
actual component separation code.

I derive the generalised data model in section 7.1, and present the consequent
parametric component separation formalism in section 7.2.

The work detailed in this chapter and the following is published in: Clara
Vergès, Josquin Errard, and Radek Stompor, Framework for analysis of next gener-
ation, polarised CMB data sets in the presence of galactic foregrounds and systematic
effects [277].

7.1 Optics chain modelling

To model the optics chain of the instrument, we use Mueller matrix modelling.
In this framework, the incoming light is represented by its four Stokes parame-
ters:

S =


I
Q
U
V

 . (7.1)

Mueller matrices [66] are (4× 4) operators acting on Stokes vectors:

M =


µ11 µ12 µ13 µ14

µ21 µ22 µ23 µ24

µ31 µ32 µ33 µ34

µ41 µ42 µ43 µ44

 (7.2)

They are commonly used to model polarising elements in general, and HWP for
CMB experiments in particular [239, 150]. An optical system composed of po-
larised elements can be modelled as the product of Mueller matrices of its indi-
vidual elements:

Mtot ≡
∏

elements

Melement (7.3)

Since we are interested in the parametrisation of Mueller matrices, we adopt an
approach based on the modelling of individual elements of the optics chain, as-
suming idealised models for each of the steps. However, we emphasise that
Mueller matrices can also be directly measured using calibration sources, and
therefore the framework we develop here can be adapted to take into account
direct measurements and/or more advanced models.
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7.1.1 Half-wave plate

As outlined in section 5.2.1, deploying a continuously rotating HWP has many
advantages, in particular to control noise and systematics [253]:

• it modulates the polarised sky signal at frequencies higher than the 1/f
noise component of the atmosphere, mitigating the noise correlations present
in the time-domain data. More generally, the high frequency modulation in-
troduced by the HWP mitigates all low frequency sources of contamination,
such as long time noise drifts;

• the optical modulation mitigates beams, bandpass and gain systematics, be-
cause one can in principle reconstruct polarised sky maps for each detector
separately. This limits the impact of detector properties mismatch in a de-
tector pair;

• the sky polarisation vector is sampled at a higher frequency, which means
that for every pixel on the sky, we have more independent measurements
of the same pixels. This effect, known as cross-linking, limits systematics.
This is important in the case of a space mission, whose scanning strategy is
particularly constrained: a satellite can not spin too fast without loosing its
orientation with respect to the stars.

However, introducing a new element in the optics chain of the instrument un-
avoidably introduces new instrumental systematic effects. To benefit from HWP
advantages without loosing too much because of new systematics, we therefore
need to carefully model HWP-induced effects.

Single layer HWP

A single-layer half-wave plate (HWP) is a retarder made of bi-refringent ma-
terial that introduces a phase shift between two input and output polarisation
components. When parameters of the HWP (see below) are tuned for a given
frequency, this phase shift is exactly equal to π. In this simplest case, the Mueller
matrix of the HWP is written as:

Mmono ≡


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1

 . (7.4)

In more generic cases where the light is poly-chromatic, an HWP introduces a
phase δ between polarisation components, which depends on frequency. The
general Mueller matrix for a single-layer HWP can be written as:

Mlayer ≡


1 0 0 0
0 1 0 0
0 0 cos δ − sin δ
0 0 sin δ cos δ

 , (7.5)

where the phase shift δ is given by:
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Figure 7.1 – Efficiency of a single layer HWP vs. 3 layer HWP for a broadband
use. The efficiency εν is defined as εν ≡ Pout/Pin, and P ≡

√
Q2 + U2 is the total

polarisation power.
Credit: C. Hill et al. [126]

δ ≡ 2πθhwp |no − ne|ν
c

, (7.6)

where c refers to the usual speed of light in vacuum. Through Eq. (7.6) defin-
ing δ, coefficients of the HWP Mueller matrix depend on the thickness of the
bi-refringent layer θhwp, on optical indices of the ordinary and extraordinary axes
of bi-refringent material no and ne, and on the frequency of observation ν. For a
single layer, monochromatic HWP, the thickness of the plate is optimised with re-
spect to the observation frequency ν0 so that δ is equal to π, and we find ourselves
in the simplest case described by Eq. (7.4).

Broadband HWP

However, in the case of a multi-frequency focal plane hosting detectors that
have different frequency bands, a single layer HWP can obviously not be opti-
mised for all frequencies at the same time. Moreover, optimising a single layer
HWP for an intermediate frequency in between the two bands would decrease
the performance of the HWP, as shown in Figure 7.1.

In order to make HWP usable on a broader range of frequency, the trick con-
sists in stacking several bi-refringent plates together, with anti-reflective coating
between layers. Thickness and orientations of plates have to be carefully tuned
to ensure good performances of the HWP [126, 151, 179]. An example of a 3-layer
HWP in a configuration often used in CMB polarisation experiments is shown on
Figure 7.2.

Each layer can be modelled as in Eq. (7.5). In this work, we neglect reflections
at the interface between two stacked layers, as well as effects of non-orthogonal
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Figure 7.2 – Schematic of a typical 3-layer HWP, showing the rotation of the
central layer with respect to the instrument reference frame.

incidence angles. We thus model an achromatic HWP as a stack of layers, each
layer being rotated with respect to the reference frame of the instrument by an
angle αi:

MHWP =
∏

i=nlayers

R(−2αi)Mlayer,iR(2αi) (7.7)

where R is a standard rotation matrix:

R(ϕ) ≡


1 0 0 0
0 cosϕ − sinϕ 0
0 sinϕ cosϕ 0
0 0 0 1

 . (7.8)

However, as we detail in section 7.2 hereafter, this stacking of layers in a broad-
band HWP results in a frequency dependent polarisation angle, that we need to
take into account.

7.1.2 Sinuous antennas

Description

After the HWP, the modulated sky signal is detected by pairs of detectors,
coupled to antennas. As bolometers measure total power, antennas convert the
polarised signal to an electric signal, and the polarised signal is reconstructed us-
ing the time-dependent modulation induced by HWP rotation (see section 5.1.2).
As outlined in section 5.2, several future CMB experiments will deploy a new
antenna technology, sinuous antennas, that are sensitive over a broad frequency
range, and are therefore usable for multichroic focal planes.

However, their polarisation angle depends on frequency, an effect which is
known as wobble angle. A good model for the polarisation angle variation as a
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Figure 7.3 – Polarisation angle wobble due to sinuous antennas, compared to
Simons Observatory design bandpasses [269].

function of frequency is given by [252]:

ην = 4.9 sin
[
12 log

( ν

1 GHz

)
+ 4.7

]
rad. (7.9)

Compared to a typical bandwidth of 30 % of the band-centre, the polarisation an-
gle can therefore significantly vary across a given bandpass, as this is illustrated
in Figure 7.3 for Simons Observatory bandpasses.

Mueller matrix model

A sinuous antenna can be modelled as a classic double-slot antenna (equiva-
lent to a grid), rotated by a frequency-dependent angle ην (see Figure 7.4).

The grid can be modelled as

Mgrid ≡


1
2
(p2
x + p2

y)
1
2
(p2
x − p2

y) 0 0

1
2
(p2
x − p2

y)
1
2
(p2
x + p2

y) 0 0

0 0 pxpy 0

0 0 0 pxpy

 , (7.10)

where px (resp. py) is the efficiency along the x (resp. y) axis in the reference frame
of the focal plane.

In our model, we consider a perfect grid aligned along the x direction so we
have:

px = 1

py = 0, (7.11)
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Figure 7.4 – Illustration of the sky rotation angle, ψt, defined as the angle
between the sky reference frame and the telescope reference frame; and of the

HWP rotation angle, ϕt, and sinuous antenna angle, ην , both assumed to be
measured with respect to the telescope reference frame.

and the Mueller matrix of the grid becomes

Mgrid =
1

2


1 1 0 0

1 1 0 0

0 0 0 0

0 0 0 0

 . (7.12)

We finally write the Mueller matrix of a sinuous antenna as:

Mantenna = R(−2ην)MgridR(2ην) (7.13)

with ην defined in Eq. (7.9).

Full optics chain

As we are primarily interested in the rotation of the polarisation angle with
frequency, we do not include other elements than the HWP and sinuous antenna
in our model. However, thanks to the generality of Mueller matrices, the pro-
posed framework can easily be extended to account for other optical elements.

During scientific operations, the HWP continuously spins around its axis, in-
troducing an extra rotation angle ϕt with respect to the reference frame of the
instrument (see Fig. 7.4):

Mrotating HWP = R(−2ϕt)MHWPR(2ϕt) (7.14)

Thanks to this rotation, intensity and polarisation signals have different time
modulations, as detailed in section 7.2 hereafter.
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Including sinuous antenna, the Mueller matrix of the full optics system can
thus be written as:

Moptics = MantennaR(−2ϕt)MHWPR(2ϕt) (7.15)

Moreover, during observations, the telescope scans the sky in celestial coordi-
nates and therefore its orientation with respect to the sky is not constant. We
therefore introduce ψt, the time-dependent rotation angle describing the position
of the instrument with respect to sky coordinates (see Figure 7.4). This angle
modulates the time-ordered data of the instrument, in addition to the HWP mod-
ulation:

Mtot = MopticsR(2ψt). (7.16)

The matrix Mtot is the transfer function of the optical system in the Stokes pa-
rameters domain, applied to the incoming light represented by the four Stokes
parameters, Eq. 7.1.

In what follows, we assume that circular polarisation of the incident light van-
ishes and therefore the Stokes parameter V of the incident light is taken to be zero
throughout. It is indeed not expected that CMB light is circularly polarised in the
standard model of cosmology, and other possible sources of circular polarisation
(atmospheric or foreground) are expected to be negligible [92, 196].

However, circular polarisation could be generated through a wide range of
non-standard processes: interactions with dark matter and sterile neutrinos [37],
inflation [9], cosmic birefringence [187], new interactions [22], early stars [144]
- to cite only a few! Apart from these cosmological sources, V polarisation can
also be generated from instrumental polarisation. Moreover, in the case of HWP,
V polarisation will inevitably be converted to linear polarisation because of the
intrinsic nature of the HWP that mixes U and V polarisation (see Eq. (7.5)). This is
a potential contaminant to linear polarisation measurements because of circular-
to-linear polarisation leakage, but can also be used to set upper limits on the
circular polarisation level of the CMB signal [189]. In this context, the formalism
we propose can be extended to model V polarisation, which should ideally be
done to tackle the potential impact of spurious V polarisation generated by the
instrument.

7.2 Time-domain data model

Now that we have a Mueller matrix model of the instrument, we simulate a
realistic data set taking into account instrumental parameters as mentioned in the
previous section. We model a data set m as

m ≡MS + n, (7.17)

where M is the Mueller matrix of the full optics chain, S the Stokes vector limited
to I, Q and U, and n is a noise realisation. As the antenna detects only the total
power, corresponding to the first line M0i of the transfer function matrix, we can

158



7.2. TIME-DOMAIN DATA MODEL

write a generic data model as:

mt(ν) = M00(ν) I(γt, ν) + M01(ν, ϕt, ψt) Q(γt, ν) + M02(ν, ϕt, ψt) U(γt, ν) + nt,
(7.18)

where we have introduced γt the pointing direction of the instrument at time t.
Each of the elements M0i can be written as a sum of harmonic functions of ϕt:

M0i(ν, ϕt, ψt) =
∑
k=0,4

C0i; k(ν) cos(kϕt + 2ψt) +
∑
k=0,4

S0i; k(ν) sin(kϕt + 2ψt), (7.19)

where we have introduced C0i; k(ν) (resp. S0i; k(ν)), the coefficients of the cosine
(resp. sine) modulated terms, which are linear combinations of elements of the
Mueller matrices of the optics system. They therefore depend explicitly on instru-
mental parameters, as well as on the observational frequency ν. For a multi-layer
HWP, they are in general all non-zero. In the next section, we detail the expres-
sions of M0i(ν) and {C0i; k(ν), S0i; k(ν) } coefficients depending on optics chain
elements.

7.2.1 Instrumental framework

As described in the previous section, we consider two crucial elements of the
optics of the telescope in our model: the continuously rotating HWP and the
sinuous antennas.

Simple case

We start with a very simple configuration: a monochromatic single layer ro-
tating HWP with grid antennas. In this case, the Mueller matrix of the optics
system is:

Msingle layer = MgridR(−2ϕt)MmonoR(2ϕt). (7.20)

with Mmono defined in Eq. (7.4). In this configuration, we have:

M00 =1

C01,4 = S02,4 = 1

C01,0 = S02,0 = 0

S01,0 = S01,4 = 0

C02,0 = C02,4 = 0 (7.21)

We can thus simplify Eq. (7.19) to:

dt = I + [cos(4ϕt + 2ψt)×Q + sin(4ϕt + 2ψt)× U] + nt (7.22)

where we kept only k = 4 in the sum. As outlined above, the signal detected by
the antenna is a total power signal, but with different time modulations for I, Q,
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and U. In practice, in the map-making procedure, the polarisation signal can be
reconstructed by demodulating the time-domain signal recorded by the detectors
according to HWP modulation: cosine 4ϕt modulated signal corresponds to Q,
and sine 4ϕt modulated signal corresponds to U.

However, this one-to-one correspondence is not true anymore in the case of
complex optics system including a multi-layer HWP [88, 137, 253]. One has to
take into account Q and U mixing induced by the HWP and sinuous antennas.

More realistic configuration

We now consider a more complex optics system with a multi-layer HWP and
sinuous antennas, whose Mueller matrix M is defined by Eq. (7.15). When the
timestream is demodulated, one can only differentiate terms corresponding to
their HWP modulation order, cosine or sine. With a multi-layer HWP, it is clear
from Eq. (7.18 - 7.19) that cosine (resp. sine) modulated terms are not a pure Q
(resp. pure U) signal as it was the case for the data model in Eq. (7.22) describing
a single layer monochromatic HWP.

One thus has two options to define a data model:

• group elements of the signal by their polarisation state, i.e. Q or U, irrespec-
tive of their HWP modulation;

• group elements of the signal by their HWP modulation order, i.e. cosine or
sine.

Instrumental polarisation angle approach The first approach is the one which
is usually adopted in CMB data analysis [17, 178]. It requires to introduce an
instrumental polarisation angle, to account for the mixing of Q and U. Following
the data model in the form of Eq. (7.22), one can write:

dt = I+
∑
k=0,4

[cos(kϕt + 2ψt + φinst.)×Q + sin(kϕt + 2ψt + φinst.)× U]+nt, (7.23)

where φinst. describes Q and U mixing due to instrumental polarisation, including
HWP phase, sinuous antenna wobble angle and any other instrumental contribu-
tion. Using this data model has many advantages, in particular it allows to keep
previously validated data analysis methods, such as map-making, that rely on
the separation of Q and U using HWP demodulation.

However, it also has several drawbacks. First of all, it requires the introduc-
tion of a global instrument polarisation angle φinst., which is not a well defined
instrumental parameter, but rather a composite of several distinct instrumental
effects and signal parameters. As outlined in section 2.7.4, the calibration of the
global polarisation angle of an instrument is a complex process, and therefore it
is not clear how this angle could be carefully calibrated. Moreover, we have men-
tioned before that HWP and sinuous antennas effects depend on the observing
frequency. The instrumental polarisation angle φinst. therefore also depends on
frequency, and can vary significantly over a bandpass. This effect is shown in
Figure 7.3 for the sinuous antenna wobble angle alone. Defining a single angle
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per bandpass is therefore a simplification, as one should include the polarisation
angle at each integration step in the data model. Last but not least, the global po-
larisation angle also depends on the spectral emission of the source [178]. Conse-
quently, a polarisation angle calibrated on the ground with a FTS (Fourier Trans-
form Spectrometer) [177] or with an astrophysical source such as Tau-A [15] will
likely be different from the actual one, which in turn will be different for each fre-
quency band. This is particularly worrisome in the case of polarised foregrounds
whose spectral distribution is not precisely known.

We therefore resort to the alternative data model, which does not rely on
introducing such a global polarisation angle, but rather models individual optical
elements based on their hardware parameters.

Alternative data model To do so, we adopt the second approach based on HWP
modulation order. Combining Eq. (7.18) and (7.19), we group modulated terms of
the sky signal given their time dependence, and not given their polarisation state
(Q or U). We thus rewrite the data model by grouping together terms having the
same time-dependent modulation:

mt(ν) ≡ nt + M00(ν) I(γt, ν)

+ [ C01; 0(ν) Q(γt, ν) + C02; 0(ν) U(γt, ν) ] × cos 2ψt

+ [ S01; 0(ν) Q(γt, ν) + S02; 0(ν) U(γt, ν) ] × sin 2ψt

+ [ C01; 4(ν) Q(γt, ν) + C02; 4(ν) U(γt, ν) ]× cos(4ϕt + 2ψt)

+ [ S01; 4(ν) Q(γt, ν) + S02; 4(ν) U(γt, ν) ] × sin(4ϕt + 2ψt). (7.24)

This expression highlights the fact that in the case of a multi-layer HWP, the Q
(resp. U ) Stokes parameter of the sky signal is not simply modulated at cos(4ϕt +
2ψt) (resp. sin(4ϕt + 2ψt)). Instead, and in contrast to the case of the simple po-
larised data model in Eq. (7.22), the terms modulated in this way are composed
of a mixture of these two Stokes parameters. We refer to these signals hereafter
as mixed-Stokes single frequency maps. We also note the presence of two addi-
tional terms which are modulated by the sky angle only. Their corresponding
sky signals constitute two additional, independent combinations of the Stokes Q
and U parameters. The coefficients C0i; k and S0i; k, which define the mixed-Stokes
frequency maps thus depend on instrumental parameters. Their explicit expres-
sions as a function of the HWP Mueller matrix elements µij are given by (we note
that µ0i and µi0 elements are zero by design of the HWP):
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C01; 0(ν) =
1

2
(µ11 + µ22) cos (2ην) (7.25)

C01; 4(ν) =
1

2
[ (µ11 − µ22) cos (2ην)− (µ12 + µ21) sin (2ην)] (7.26)

S01; 0(ν) =− 1

2
(µ11 + µ22) sin (2ην) (7.27)

S01; 4(ν) =
1

2
[ (µ12 + µ21) cos(2ην) + (µ11 − µ22) sin (2ην)] (7.28)

C02; 0(ν) =− 1

2
(µ11 + µ22) sin (2ην) (7.29)

C02; 4(ν) =
1

2
[ (µ12 + µ21) cos (2ην) + (µ11 − µ22) sin (2ην)] (7.30)

S02; 0(ν) =− 1

2
(µ11 + µ22) cos (2ην) (7.31)

S02; 4(ν) =− 1

2
[ (µ11 − µ22) cos (2ην)− (µ12 + µ21) sin (2ην)] (7.32)

As mentioned earlier, the map-making procedure enables an estimation of terms
with different time dependence, assuming that these dependencies are such that
they are linearly independent when limited to observations of a single sky pixel
for every such pixel. If these conditions are met, the map-making procedure ap-
plied to the data model in Eq. (7.24) would recover, for each frequency channel,
a map of total intensity accompanied by four maps composed of different linear
combinations of Stokes Q and U parameters, the mixed-Stokes single frequency
maps that we introduced above. These could and should be considered as inputs
to the next data processing stages, and specifically component separation.

An important consequence of the more involved data model in Eq. (7.24) is
that solving the complete map-making problem will in general require sufficient
redundancy in observations of every sky pixel, with a number of different HWP
as well as sky rotation angles. This can have important consequences for scan
designs of future CMB experiments.

In our case, we will however assume the case of a perfectly uniform sky cov-
erage, both in terms of the number of observations of each pixel, as well as distri-
butions of the HWP and sky angles, i.e. a perfect cross-linking. Mathematically,
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we therefore assume for all observations t of a pixel p that it holds:

∑
t∈p

cos2(4ϕt + 2ψt) =
∑
t∈p

sin2(4ϕt + 2ψt) =
1

2
nhits(p), (7.33)

∑
t∈p

cos2(2ψt) =
∑
t∈p

sin2(2ψt) =
1

2
nhits(p), (7.34)∑

t∈p

cos(4ϕt + 2ψt) sin(4ϕt + 2ψt) = 0 (7.35)∑
t∈p

cos(4ϕt + 2ψt) =
∑
t∈p

sin(4ϕt + 2ψt) = 0 (7.36)∑
t∈p

cos(2ψt) =
∑
t∈p

sin(2ψt) =
∑
t∈p

cos(2ψt) sin(2ψt) = 0 (7.37)∑
t∈p

sin(4ϕt + 2ψt) sin(2ψt) =
∑
t∈p

cos(4ϕt + 2ψt) cos(2ψt) = 0 (7.38)∑
t∈p

cos(4ϕt + 2ψt) sin(2ψt) =
∑
t∈p

sin(4ϕt + 2ψt) cos(2ψt) = 0, (7.39)

where nhits(p) is the number of observations of each pixel p, and we assume the
same for all observed pixels p, i.e. nhits = nhits(p).

With these assumptions, the map-making problem for the data model in Eq. (7.24)
is not only solvable, but results in estimates of the five sky signals which have
mutually uncorrelated noise. In the case of white noise in the time-domain, the
RMS of the noise in the four mixed-Stokes maps and in total intensity is the same
as in the standard case, i.e.:

σRMS(pol.) = σRMS(int.)×
√

2 ∝
√

2

nhits

(7.40)

We use these estimates as reflecting the noise levels in our mixed-Stokes maps in
the following.

We denote the four mixed-Stokes signals as C0, S0, C4, S4, and introduce an
effective intensity signal, I(γt, ν) ≡ M00I(γt, ν). We can thus re-express the data
model, Eq. (7.24), as:

mt(ν) ≡ I(γt, ν)

+ C0(γt, ν) cos(2ψt) + S0(γt, ν) sin(2ψt)

+ C4(γt, ν) cos(4ϕt + 2ψt) + S4(γt, ν) sin(4ϕt + 2ψt)

+ nt. (7.41)

These mixed Stokes components are related to the standard Stokes components,
via a linear transformation given by Eq. (7.24), and that we can reformulate in
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matrix form as:


I(γt, ν)
C0(γt, ν)
S0(γt, ν)
C4(γt, ν)
S4(γt, ν)

 =


M00(ν) 0 0

0 C01;0(ν) C02;0(ν)
0 S01;0(ν) S02;0(ν)
0 C01;4(ν) C02;4(ν)
0 S01;4(ν) S02;4(ν)


︸ ︷︷ ︸

≡M(ν)

×

 I(γt, ν)
Q(γt, ν)
U(γt, ν)

 , (7.42)

where the transformation matrix, M(ν), depends on instrumental parameters.
We conclude that the map-making procedure could produce estimates of pure
Q and U Stokes parameters only if the true values of the relevant instrumental
parameters were known for all frequencies, or the observations were monochro-
matic. None of these two assumptions is actually fulfilled in the current CMB
experiments.

This generalisation of the usual Stokes components avoids the introduction
of an effective instrumental polarisation angle, and the subsequent data model
accurately reflects the dependence on instrumental parameters. As we develop
in the following sections, such a formalism allows to take into account the inter-
play of frequency-dependent effects with astrophysical foreground emission laws
(section 7.2.2), and bandpasses (section 7.2.1). In particular, it allows to perform
component separation without assuming anything about the polarisation angle
of the instrument, as we demonstrate in Chapter 8.

Bandpasses

Bandpasses of the instrument are defined by micro-strip filters, as described in
section 5.2.1. Depending on the instrument design, they can be located between
lenses or between lenses and detector plane. The bandpass integration therefore
occurs after the HWP and the sinuous antennas in the optics chain, which causes
an interplay between bandpass and instrumental frequency-dependent effects.

To get a more realistic data model, we integrate mixed Stokes components
as defined in Eq. (7.42), so that the bandpass integration takes into account the
frequency-dependent sky signal as well as frequency dependent instrumental ef-
fects included in M(ν):

X̄(νc) ≡
∫
dν B(ν, νc) X(ν) k(ν)∫

dν B(ν) k(ν)
, (7.43)

where k is a conversion factor which reconciles the units used for the data, X, and
the bandpasses, B.

We can then rewrite the data model in Eq. (7.41) using the bandpass averaged
objects as:

m̄t(νc) ≡ Ī(γt, νc)

+ C̄0(γt, νc) cos(2ψt) + S̄0(γt, νc) sin(2ψt)

+ C̄4(γt, νc) cos(4ϕt + 2ψt) + S̄4(γt, νc) sin(4ϕt + 2ψt)

+ n̄t. (7.44)
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The map-making codes can be used assuming this data model in the same way as
in the monochromatic case however they will now produce bandpass-averaged
maps of mixed-Stokes and effective total intensity. Note that we did not assume
any specific shape, nor variability between detectors, for the bandpass. As we
detail in the next chapter, when performing component separation, we will need
to chose a parametrisation for bandpasses, which could lead to some bias if it is
not a good description of the instrument (see 8.1.1 and 8.2.3).

We further note that going from these maps to the maps of pure Stokes param-
eters for each frequency band is not possible once the bandpasses are explicitly
included. This is because the integration over the bandpasses does not preserve
the matrix form of Eq. (7.42) as the pure Stokes signals, s(ν), are integrated over
the frequency together with the corresponding elements of the matrix M(ν). Con-
sequently, the mixed-Stokes maps are the only available objects at the end of the
map-making even if the instrumental parameters were perfectly known. As we
discuss in the following, this however does not prevent us from recovering pure
Stokes parameters maps of components of a different physical origin.

7.2.2 Multi-component data model

The sky signal that we have so far simply described with its three Stokes com-
ponents (I,Q,U) actually requires a more complex model, as we need to take into
account both CMB signal and polarised galactic foregrounds. The two most im-
portant foregrounds are thermal dust polarised emission and synchrotron radia-
tion as detailed in Chapter 4. Separating the multi-components observations into
signals of the sky components is the goal of component separation procedures.
These are typically performed in the pixel domain and use maps produced on
the map-making step as inputs. In this section, we therefore extend the data
model of the mixed Stokes maps, Eq. (7.44), to model the complexity of the multi-
component sky.

Sky components

We adopt the framework of parametric component separation introduced in
section 4.2. We model foregrounds by a template at a reference frequency ν0,
scaled to the observation frequency ν using foreground emission models. The ef-
fective signal as measured at each frequency is a mixture of these three major sky
components (CMB, dust and synchrotron), which can be described by a mixing
matrix A defined in Eq. (4.16), containing the scaling laws for each sky compo-
nent at each frequency. Scaling laws of foregrounds are expressed in µKRJ, and
the one of CMB in µKCMB.

The scaling laws we assume in this work are fairly standard, e.g., [246], and
are given by:

• synchrotron: power-law emission characterised by its spectral index βs:

Async(ν, ν0) =

(
ν

ν0

)βs
(7.45)
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• dust: modified black body emission characterised by its spectral index βd
and temperature Td:

Adust(ν, ν0) =

(
ν

ν0

)βd+1
e
hν0
kTd − 1

e
hν
kTd − 1

(7.46)

• CMB: known black body spectrum, with TCMB = 2.7255K., leading to the
assumption that ACMB(ν, ν0) = 1 in µKCMB units.

For a given observed frequency ν, the sky signal can be modelled as:

 I(ν)
Q(ν)
U(ν)

 =
∑

comp=CMB
dust,sync

Acomp(ν, ν0)

 Icomp(ν0)
Qcomp(ν0)
Ucomp(ν0)

 (7.47)

Scaling laws as presented here are in µKRJ, but for simplicity, we generate maps
at all frequencies and for all components in µKCMB units, as are the recovered
maps of the CMB and foreground signal. A conversion factor is then taken into
account so that units are handled consistently throughout the process.

Multi-component sky model

To derive a complete multi-component sky model, we first generalise Eq. (7.42)
to account for all three sky components:


I(γt, ν)
C0(γt, ν)
S0(γt, ν)
C4(γt, ν)
S4(γt, ν)


︸ ︷︷ ︸
≡ s(γt, ν)

≡
∑

comp=CMB
dust,sync


M00; cos0(ν) 0 0

0 C01; 0(ν) C02; 0(ν)
0 S01; 0(ν) S02; 0(ν)
0 C01; 4(ν) C02; 4(ν)
0 S01; 4(ν) S02; 4(ν)

 Acomp(ν, ν0)

︸ ︷︷ ︸
≡ A(ν)

 Icomp(γt, ν0)
Qcomp(γt, ν0)
Ucomp(γt, ν0)

 .

(7.48)

We then integrate both sides of this equation over the bandpasses using Eq. (7.43),
and define component-specific, bandpass integrated matrices, Ācomp, as:

Ācomp
(νc, ν0) ≡

∫
dνM(ν)B(ν, νc) Acomp(ν, ν0) k(ν)∫

dν B(ν) k(ν)
, (7.49)

where we assumed that the bandpass centre frequency is νc.
For a bandpass centred at νc, we can now write our full multi-component,

bandpass integrated data model as:

s̄(γt, νc, ν0) =
[
Ācmb

(νc, ν0) Ādust
(νc, ν0) Āsync

(νc, ν0)
]

︸ ︷︷ ︸
≡ Ā(νc, ν0)

 scmb(γt, ν0)
sdust(γt, ν0)
ssync(γt, ν0)


︸ ︷︷ ︸
≡ c(γt, ν0)

= Ā(νc, ν0) c(γt, ν0). (7.50)
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Figure 7.5 – Data model with generalised mixing matrix. The top panel
corresponds to Eq. (7.47), and the bottom panel to Eq. (7.50).

The mixed Stokes maps that we define are therefore parametrised by both fore-
grounds spectral parameters and instrumental parameters, including bandpass
parameters. This is one of the most distinctive feature of the model we propose
compared to previous approaches: by design, it takes into account the interplay
of bandpass integration with both instrument frequency-dependent instrumental
effects and frequency-dependent sky signal.

7.2.3 Generalised mixing matrix

By writing the multi-component, integrated data model of Eq. (7.50), we gen-
eralised the standard component mixing matrix A by including instrument and
bandpass effects. With this generalised mixing matrix, M̄(νc, ν0), we can simu-
late multi-frequency and multi-component polarised data sets of effective Stokes
components, from single frequency, single component Q and U maps. For each
bandpass, M̄ is parametrised not only by spectral parameters as in the standard
approach, but also by hardware parameters, as summarised in Figure 7.5.

As mentioned earlier, each of the mixed Stokes components has a specific time-
dependent modulation: C0 (resp. S0) is modulated only by the sky at cos(2ψt)
(resp. sin(2ψt)), and C4 (resp. S4) is modulated by the sky and the HWP at
cos(4ϕt + 2ψt) (resp. sin(4ϕt + 2ψt)). Consequently, the output of map-making
(that separates component based on their time-dependent modulation) will not
be pure Q and U maps, but a mixing of those. Thanks to the generalisation of the
mixing matrix we propose, we can take this effect into account in the component

167



CHAPTER 7. OPTICS CHAIN SYSTEMATIC EFFECTS

separation process, without making prior assumptions on hardware parameters
to separate Q and U, as this was necessary with the effective instrumental po-
larisation angle that we described above. In the next chapter, we use this new,
involved data model, in the context of parametric component separation meth-
ods to propose a generalisation of those based on this generalised mixing matrix.
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With the data model I developed in the previous Chapter, I extend a previ-
ously validated parametric component separation forecasting framework in or-
der to include the extra-parametrisation with instrument parameters introduced
in section 7.2.3. The framework I propose performs component separation on
mixed Stokes maps that are the natural output of HWP demodulation, without
reconstructing Q and U maps for each frequency band, and simultaneously esti-
mates the foreground and instrumental parameters to the extent it is possible.

I detail the extended component separation framework and its most distinc-
tive features in section 8.1, and demonstrate its capabilities for a typical new gen-
eration CMB experiment in section 8.2.

8.1 Component separation framework

As outlined in section 4.2, the framework of parametric component separa-
tion has been validated and used both for forecasting and data analysis [94, 95,
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96, 246, 247]. In this work, we follow the formalism of [246], and we adapt the
procedure to account for mixed Stokes components and instrumental parame-
ters (HWP, sinuous antenna, bandpasses), using the data model developed in the
previous chapter.

In section 8.1.1, we first simulate a data set using the data model developed in
the previous chapter. We then perform component separation and estimation of
foreground and hardware parameters on these mixed maps in section 8.1.2. With
the estimated parameters, we reconstruct the sky signals and estimate residuals
in section 8.1.3 and noise after component separation in section refnoise . From
these, we can finally estimate cosmological parameters in section 8.1.5.

8.1.1 Data model

We consider a typical Stage 3 multi-frequency CMB polarisation experiment,
similar to SO. We simulate mixed Stokes maps {C0,S0, C4,S4} for each frequency
band, using foreground templates and taking into account optical effects and
bandpass integration as in Eq. (7.50). We also include a realisation of homoge-
neous noise with a sensitivity corresponding to a typical Stage 3 experiment (see
section 8.1.4)

Collecting together all frequency maps, we can write our data model for an
entire multi frequency data set:

m̄ = s̄ + n̄ ≡ Ā c + n̄, (8.1)

Here the combined data vector m̄ includes all the bandpass-integrated mixed-
Stokes maps, C̄0, C̄4, S̄0, S̄0, as measured for all frequency bands which are all
concatenated in a single data vector. From now on we focus only on polarisation
and exclude total intensity from our consideration. s̄ is the noiseless signal in the
recovered mixed-Stokes maps, and Ā is a generalised mixing matrix. The latter is
composed of single channel matrices, Ā(νc, ν0), defined in Eq. (7.50), put on top
of each other. n̄ denotes the actual noise present in all the mixed-Stokes maps as
derived by the map-making procedure.

To improve readability, as we always integrate over bandpasses, we drop the
bar that indicates bandpass integration in the following.

For a given pixel p, we have:

mp = sp + np ≡ Ap(βf , βh) cp + np (8.2)

where βf refers to foreground spectral parameters and βh to hardware parame-
ters.

Whereas βf parameters apply to a given component (dust or synchrotron)
and can vary between sky pixels, βh are however considered as global parame-
ters, applied to all pixels and all sky components - including CMB. We therefore
take into account this extra parametrisation of the CMB in the extension of the
forecasting framework. There is also an extra distinction to be made between
HWP parameters and bandpass parameters: the former are assumed to apply
to the two frequency bands (by design of the HWP), whereas the latter apply to
only one frequency band. This will have a great importance when estimating the
mixing matrix parameters.
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For simplicity, we hereafter assume that the foreground parameters βf that
we fit for are pixel-independent (one set of βf for the entire observed sky). The
generalisation of the proposed formalism for pixel-dependent foreground param-
eters would be straightforward following the steps already outlined in [246]. We
also note that the proposed formalism can be extended to allow for the variability
of some of the detector properties across the detector arrays, thus permitting to
study their impact on the experiment performance. As such arrays are envisaged
for the future generation of the CMB experiments, this feature of the framework
appears to us as very timely. We leave the detailed investigation of such issues
to future work, and in the following we give an example of the impact of a mis-
match between the model used for generating the data and the one assumed,
in the case of bandpasses. In practice, the mismatch could arise as a difference
between effective bandpass parameters resulting from averaging data of many
detectors and a single set of idealised parameters assumed in the reconstruction.

8.1.2 Parameter estimation

The generalised data model though more involved than the standard model
for multi-frequency sky maps retains all the essential features of the latter and
can therefore be used in a component separation procedure. In this work, we
apply it in the context of performance forecasting for future experiments, in a
similar approach to the one developed in [96, 246, 95]. We discuss below essential
ingredients of the method, in particular we emphasise the new features due to the
specificity of the new data model.

Spectral likelihood

In this section we use the spectral likelihood introduced in section 4.2, and
extend the formalism of e.g. [246] to account for instrumental parameters in ad-
dition to foregrounds parameters. For the data model Eq. (8.2), we thus define
an effective spectral likelihood, that can be maximised to determine not only
foreground spectral parameters, but also instrumental parameters included in
the generalised mixing matrix. To achieve this, we replace the standard mixing
matrix A by the generalised mixing matrix A in the ensemble average spectral
likelihood Eq. (4.18), and write the generalised spectral likelihood as:

S = −
∑
p

(At
p N−1

p mp)
t (At

p N−1
p Ap)

−1At
p N−1

p mp (8.3)

where N is the noise covariance matrix. While ideally instrumental parameters
are known with sufficient precision from a calibration campaign, this is hardly the
case for most of the parameters of interest. Here, we therefore aim at determining
both these sets of parameters, i.e., βf and βh, from the available data set via the
maximisation of the spectral likelihood. Because of inherent degeneracies, this
may not be always possible and some external information may be required or
beneficial. We discuss a relevant extension in Sect. 8.1.2. This procedure can
be applied to any specific input data set, thus providing a basis for actual data
processing framework. However, in the context of performance forecasting we
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are interested in quantities averaged over statistical ensembles {CMB + noise} of
the possible input data sets.

Ensemble average likelihood The maximisation of the likelihood will allow
us to determine the foreground parameters βf and instrumental parameters βh.
This procedure can be repeated for any input data, in particular various noise
realisations. However, instead of averaging data over various noise realisations,
we average the likelihoods, and write an ensemble average likelihood as in [246,
247]:

〈S〉 = − tr
∑
p

{(N−1
p − Pp) (〈sp stp〉 + Np)} (8.4)

where s is the noiseless sky signal defined in Eq. (8.2), and we have introduced
the projection operator Pp:

Pp ≡ N−1
p − N−1

p Ap(Ap
t N−1

p A)−1
p At

p N−1
p . (8.5)

Data covariance matrix In the noiseless data covariance matrix 〈sp stp〉, we have
to explicitly account for the CMB contribution due to the extra parametrisation
we introduced in 8.1.1. We splitAp and sp into CMB and foreground parts:

sp ≡

[
scmb
p

sfg
p

]
(8.6)

A =
[
Acmb
p ,Afg

p

]
(8.7)

We thus split the data covariance matrix into its CMB and foreground contribu-
tions:

〈spstp〉 = Acmb
p 〈scmb

p scmb,t
p 〉Acmb,t

p +Afg
p sfg

p sfg,t
p Afg,t

p , (8.8)

therefore assuming the uncorrelation, on average, of the CMB signal and astro-
physical foregrounds. The foreground contribution (second term) is easy to com-
pute as we consider foregrounds as templates, and thus there is no variability
in their realisation. In contrast, the CMB contribution (first term) has to be es-
timated numerically and, as it is not diagonal, this poses implementation and
performance issues.

However, if we assume that neither the mixing matrices, Ap, nor the noise,
Np, are pixel-dependent and that the noise is white, we do not need the full multi-
pixel covariance matrix for the CMB but only its single pixel version. Considering
the two polarisation states Q and U ,

scmb
p ≡ [scmb

p,Q , s
cmb
p,U ], (8.9)

the single-pixel covariance of the CMB signal Ŝcmb ≡ 〈scmb
p scmb,t

p 〉 is given by:

Ŝcmb ≡

[
σ2
QQ σ2

QU

σ2
UQ σ2

UU

]
, (8.10)
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which can be either calculated from the angular spectra of the CMB signals or
from simulated CMB maps.

We can write the total ensemble average likelihood explicitly as:

S = − tr
{
npix (N−1 −P)(F + N +AcmbŜcmbAcmb,t)

}
, (8.11)

where
F ≡ 1

npix

Afg
∑
p

ŝfg
p sfg,t

p Afg,t. (8.12)

The total ensemble average likelihood therefore takes into account averages over
noise realisations through the noise covariance matrix N−1, and over CMB real-
isations through the single-pixel, CMB covariance matrix Ŝcmb. In what follows,
we use Eq. (8.11) for the spectral likelihood, and therefore keep the assumption
thatA and N are sky pixel independent.

Priors on instrumental parameters As mentioned earlier, we expect that not
all instrumental parameters can be constrained using the actual CMB data with
sufficient precision. We would therefore need to introduce calibration priors on
some instrumental parameters to break degeneracies in the system and/or to en-
sure a tolerable level of residuals. Where appropriate, we add Gaussian priors to
the ensemble average spectral likelihood as:

S ′ = S +
∑
βh

1

2σ2
βh

(βh − β̃h)2, (8.13)

where S is the likelihood of Eq. (8.11) and σβh is the calibration error on parameter
βh. We assume the calibration measurements to be unbiased with a 1σ error given
by σβh . The best fit value will typically be different from the true value of the
parameter, denoted with β̃h, but their difference should be within the estimated
uncertainty from it, σβh . Our prior in Eq. (8.13) is assumed to be averaged over an
ensemble of calibration procedures. Consequently, it is centred at the true value
of the parameter and its uncertainty is larger by a factor of 2 (in quadrature) than
that of a single calibration result.

Errors on recovered parameters

Statistical errors In this approach, the maximum-likelihood values obtained by
minimising Eq. (8.13) are average values, and we compute the matrix of second
derivatives at the peak of the likelihood - the Hessian matrixH:

Hββ′ ≡
〈

∂2S ′

∂β ∂β′

∣∣∣
peak

〉
, (8.14)

where we do not assume that the peak of the likelihood corresponds to the true
values of parameters (β̃f , β̃h). The Hessian measures the curvature of the like-
lihood at its peak, and is directly related to the uncertainty due to instrumental
noise:

Σ ' H−1 (8.15)
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This statistical error matrix Σ can be computed analytically following Eq. (A5) in
[246]:

〈 ∂2S ′

∂β ∂β′

〉
=
∑
p

tr
{[

PpAp,β′ (At
pN
−1
p Ap)

−1At
p,βPp + N−1

p Ap (At
pN
−1
p Ap)

−1At
p,ββ′Pp

−N−1
p Ap(At

pN
−1
p Ap)

−1At
p,β′N

−1
p Ap(At

pN
−1
p Ap)

−1At
p,βPp

−N−1
p Ap(At

pN
−1
p Ap)

−1At
p,βN

−1
p Ap(At

pN
−1
p Ap)

−1At
p,β′Pp

−N−1
p Ap(At

pN
−1
p Ap)

−1At
p,βN

−1
p Ap,β′(At

pN
−1
p Ap)

−1At
pPp

]
〈spstp〉

+ transpose
}

(8.16)

where we have introduced the first and second derivatives of the mixing matrix:

Ap,β ≡
∂Ap

∂β

Ap,ββ′ ≡
∂2Ap

∂β∂β′

(8.17)

If the assumed mixing matrix A(βf , βh) corresponds to the true one, Â, for a
given set of parameters (βf , βh) obtained from the minimisation of the spectral
likelihood, Σ will be the only source of foreground residuals, by sourcing statis-
tical residuals in the cleaned CMB map. This will increase the error on estimated
cosmological parameters, without biasing estimated values [95].

Systematic errors However, if the assumed and true mixing matrices do not
match, systematic residuals will be present in the cleaned CMB maps, biasing the
estimated values of cosmological parameters [246]. In particular, if we assume
two models, a "true" one to simulate a mock data set, and a different one to esti-
mate parameters in the spectral likelihood, the recovered values of instrumental
parameters will be biased. This sources systematic residuals in the recovered
CMB maps, and eventually biases the derived cosmological parameters.

In the next section, we derive the expression of both systematic and statisti-
cal residuals for the generalised mixing matrix.

8.1.3 Residuals

Given a set of (βf , βh) parameters, we can compute the corresponding mix-
ing matrix A (the same for every pixel given our assumption), and estimate the
noiseless sky signal [245]:

ĉp = (At N−1A)−1AtN−1 sp ≡W(βf , βh) sp, (8.18)

where we recall that s is the noiseless sky signal. The noiseless residuals are
defined as the difference between the reconstructed map and the true signal:

rp ≡ ĉp − cp = W(βf , βh) sp − cp (8.19)
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We consider two main contributions to the residuals: (1) statistical residuals, if
parameters are not exactly the true ones because of statistical fluctuations; and
(2) systematic residuals, if the foreground or instrument models are wrong, or if
there is a systematic bias in the priors (miscalibration).

In parametric component separation techniques on which this framework is
based [96, 246], in the absence of calibration errors, the only residuals in the CMB
map are of foregrounds origin, since all CMB signal stays in the CMB channel.
However, whenever the parametrisation of the CMB component is introduced,
some of the CMB signal can also leak to the recovered foreground maps and thus
disappear from CMB maps, leading therefore to extra residuals terms.

Rewriting Eq. (8.19) only for the CMB channel, we have:

rCMB
p (βf , βh) = W0(βf , βh)Fp︸ ︷︷ ︸

Foregrounds residuals

+ W0(βf , βh)Cp − ccmb
p︸ ︷︷ ︸

CMB contribution

(8.20)

where index 0 denotes the CMB part of the W operator and Fp (resp. Cp) is the
total foreground (resp. CMB) contribution to each frequency, gathering contribu-
tions from all mixed Stokes parameters (C0,S0,C4,S4) defined in Eq. (7.44).

We perform a Taylor expansion of Eq. (8.20) around the estimated best fit val-
ues for β, denoted β̂ :

rp(β) ' W0
p(β̂)(Fp + Cp)

+
∑
β

δβ
∂W0

p

∂β

∣∣∣∣∣
β̂

(Fp + Cp)

+
∑
β,β′

δβ δβ′
∂2W0

p

∂β ∂β′

∣∣∣∣∣
β̂

(Fp + Cp)

− scmb
p (8.21)

We introduce new quantities in pixel-domain:

yp ≡W0
p(β̂)(Fp + Cp) − ŝcmb

p

Y
(1)
p,β ≡

∑
β

∂W0
p

∂β

∣∣∣∣∣
β̂

(Fp + Cp)

Y
(2)
p,ββ′ ≡

∑
β,β′

∂2W0
p

∂β ∂β′

∣∣∣∣∣
β̂

(Fp + Cp), (8.22)

so that we can rewrite Eq. (8.21) as:

rp(β) = yp +
∑
β

δβY
(1)
p,β +

∑
β,β′

δβ δβ′Y
(2)
p,ββ′ (8.23)

We assume that we fit for one value of β for all considered pixels, thus we can
rewrite the same equation in the harmonic domain and express the total level of
foreground residuals as:
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Cres
` '⊗` (y,y) + ⊗`(y, z) + ⊗`(z,y)

+ tr[Σ⊗` (Y(1) ,Y(1))] (8.24)

where the symbol ⊗ denotes the cross-spectrum of two quantities, and z is de-
fined as:

z ≡ tr[Y(2)Σ]. (8.25)

As outlined previously, residuals are composed of two main contributions, statis-
tical and systematic residuals, as well as a cross-term:

Csyst.
` ≡⊗` (y,y) (8.26)

Cstat.
` ≡ tr[Σ⊗` (Y(1) ,Y(1))]. (8.27)
Ccross
` ≡⊗` (y, z) + ⊗`(z,y). (8.28)

In Eq. (8.28), note that the two terms are identical. It is also important to note that
the derivatives of the various quantities over β refer to derivatives with respect
to spectral and hardware parameters. This is necessary if we want to correctly
take into account the extra terms in our model.

Moreover, concerning the CMB contribution to the residuals, we can further
simplify its expression by taking into account the fact that the CMB mixing matrix
A - and therefore the W operator - does not depend on the sky pixel. We can
rewrite the CMB contribution of Eq. (8.20) as:

W0C − ccmb = W0Acmb ccmb − ccmb

= (W0Acmb − 1) ccmb. (8.29)

This simplifies the estimation of the CMB contribution in the residuals, that can
be computed using the simplified procedure described in Appendix D of [246].

8.1.4 Noise

We make the assumption that the noise is homogeneous, and under the as-
sumption already used before that we have the same βf for the entire sky patch
that we are studying (single scaling law), the noise power spectrum in the cleaned
CMB map can be expressed as in Eq. (32) of [246]:

Cnoise
` = [(At N−1

` A)−1]CMB X CMB (8.30)

with N` describing the noise spectra of a single frequency map, taking their reso-
lution into account:

Nij
` ≡ (wi)

−1 exp

(
` (`+ 1)

FWHM2
i

8 log 2

)
δji (8.31)

where i, j are indices of frequency bands, (wi)
−1 is the sensitivity of band i, and

FWHMi the full width at half maximum of its beam.
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8.1.5 Cosmological likelihood

Generic expression

We write the cosmological parameter likelihood, averaged over instrumental
noise and CMB signal realisations as:

〈Scos〉 ≡ tr C−1E + ln det C (8.32)

where C is the assumed multi-pixel covariance of the cleaned CMB signal, and E
is the multi-pixel correlation matrix of the CMB map retrieved with the compo-
nent separation procedure as outlined earlier. Consequently, E takes into account
the presence of the residuals, Eqs. (8.26), (8.27), and (8.28), and all which can be
computed semi-analytically given the actual model of the data.

The assumed covariance C expresses the state of our knowledge about the
data. In the following we will consider two cases. In the first case, the assumed
covariance is that of the CMB signal only, thus ignoring entirely the effects of the
component separation. We have therefore:

C = Ccmb. (8.33)

In the second case we assume that the statistical errors can be modelled on
some level. Specifically, we assume that:

C = Ccmb + Cstat., (8.34)

where Cstat. is the covariance matrix of the statistical residuals Cstat.
` defined

in Eq. (8.27). We note that sufficient information allowing for effective mod-
elling of the statistical residuals may be indeed available either internally, in
some self-consistent statistical approaches, e.g., [247], or using some external
data, e.g., [207]. Hereafter, we refer to this second case as the deprojection case.

Implementation

Our implementation of the cosmological likelihood is based on the one pro-
posed in Appendix C of [246]. The cosmological likelihood Eq. (8.32) is split into
three terms:

〈Scos〉 = tr C−1Ĉ + tr C−1(E− Ĉ) + ln det C, (8.35)

where E is the true (observed) signal covariance matrix. Note that when there
are no systematic residuals (our main case in this work, except when we consider
bandpass variation), the second term of the sum actually vanishes. As outlined
in section 8.1.5, we consider two cases for the assumed signal covariance matrix:
the no deprojection case, where C = Ccmb; and the deprojection case, where
C = Ccmb + Cstat..

No deprojection case In the no deprojection case, the three terms of the cosmo-
logical likelihood are written as:
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tr C−1Ĉ =
∑
`

[
(2`+ 1)

C`

(
Ĉ` + tr[Σ⊗` (Ỹ(1), Ỹ(1))]

)]
(8.36)

tr C−1(E− Ĉ) =
∑
`

[
(2`+ 1)

C`
(⊗`(ỹ, ỹ) + ⊗`(z̃, ỹ) + ⊗`(ỹ, z̃))

]
(8.37)

ln det C = ln det Ccmb (8.38)

Deprojection case In the deprojection case, we consider that we have a model
for the statistical residuals, that we include in the modelled covariance matrix C.
The three terms of the cosmological likelihood then reads as (note that this case
corresponds to previous implementation of the formalism, and thus the following
equations are exactly equations (C9), (C10) and (C12) of [246]):

tr C−1Ĉ =
∑
`

[
(2`+ 1)

Ĉ`
C`

(
1− C−1

` tr[U⊗` (Ỹ(1), Ỹ(1))]
)

+
(2`+ 1)

C`
tr[Σ⊗` (Ỹ(1), Ỹ(1))]

]
−
∑
`,`′

(2`+ 1)

C`

(2`′ + 1)

C ′`
tr[U⊗`′ (Ỹ(1), Ỹ(1))Σ⊗` (Ỹ(1), Ỹ(1))]

(8.39)

tr C−1(E− Ĉ) =
∑
`

[
2`+ 1

C`
(⊗`(ỹ, ỹ) + ⊗`(z̃, ỹ) + ⊗`(ỹ, z̃))

]
−
∑
`,`′

(2`+ 1)

C`

(2`′ + 1)

C ′`
tr
[
U
(
⊗`′ (Ỹ(1), ỹ)⊗` (ỹ, Ỹ(1))

+⊗`′(Ỹ(1), ỹ)⊗` (z̃, Ỹ(1)) +⊗`′(Ỹ(1), z̃)⊗` (ỹ, Ỹ(1))
)]

(8.40)

ln det C = ln
det Ccmb

det U
, (8.41)

where we have introduced U as defined in Eq. (C1) in [246]:

U ≡
(
Σ−1 + Ỹ(1)†CcmbỸ(1)

)−1

(8.42)

8.2 Results

Now that we have fully described the formalism we propose, we use it in a re-
alistic instrumental configuration and parametrisation, presented in section 8.2.1.
We consider various sets of parameters and discuss uncertainties and degenera-
cies on parameters in these various cases in section 8.2.2. Once we have assessed
degeneracies in the system and introduced the necessary priors, we finally esti-
mate foreground residuals and forecast their impact on the determination of the
tensor-to-scalar ratio r, as described in section 8.2.3. The overview of this pro-
cedure is summarised on Figure 8.1. Finally, we discuss our results and their
implications for calibration and data analysis in section 8.2.4.
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Figure 8.1 – Overview of the mains steps of the procedure we follow in this
section. We apply these steps in several instrumental configurations and for

various values of cosmological parameters, and discuss results and implications.

8.2.1 Configuration

The framework presented here is very flexible and could be adapted to a broad
range of experiment designs. We demonstrate it in the case of a typical, ground-
based, Stage 3 CMB polarisation experiment. The configuration and parameters
we use are motivated by the publicly available Simons Observatory design [269].
However, some additional simplifications and assumptions are made whenever
necessary to highlight some of the features of the proposed formalism. We em-
phasise that forecasting the performances of any particular experiment is not our
goal at this stage, and we use this setup merely for demonstrative purposes, leav-
ing applications to specific experiments to future work.

Telescopes and frequency bands

As outlined many times in this manuscript, to enable component separation,
modern CMB polarisation experiments typically deploy several instruments to
trace foregrounds at different frequencies, so that we can disentangle them from
the CMB signal. In most of ground-based experiments, these frequency bands are
grouped by two on the same focal plane, hence the use of an achromatic HWP
that has to accommodate two different observing frequencies in the same optics
tube. Following the Simons Observatory configuration [269], we consider three
telescopes, whose frequency coverage is as follows:

• Low Frequency (LF) telescope: frequency bands centred at 27 and 39 GHz;

• Mid Frequency (MF) telescope: frequency bands centred at 93 and 145 GHz;

• Ultra-High Frequency (UHF) telescope: frequency bands centred at 225 and
280 GHz.
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We model input noise covariance matrices in the pixel domain as

Nii
p = w−1

i , (8.43)

with w−1
i the sensitivity of the corresponding frequency band i. We use the pub-

licly available sensitivity calculator1 to compute realistic instrumental sensitivi-
ties corresponding to the frequency coverage.

HWP

HWP design For each telescope (LF, MF, UHF), we consider a typical 3-layer
achromatic HWP, and that only the central layer is rotated with respect to the
reference frame of the instrument, i.e. α1 = α3 = 0, as for example in [126]. This
typical choice of angle is driven by the maximisation of transmitted power and is
known as Pancharatnam design [198].

The Mueller matrix of the HWP that we consider can be written as:

MHWP = MlayerR(−2α2)MlayerR(2α2)Mlayer, (8.44)

with Mlayer defined as in Eq. (7.5). The Mueller matrix of a single layer is
parametrised by δ (Eq. (7.6)). As already pointed out in section 7.1.1, once the
bi-refringent material is chosen, δ depends on the observing frequency and thick-
ness of each layer θhwp. For a given HWP, we assume all layers to be identical,
and parametrise Mlayer with only one thickness θhwp.

Based on existing optimised parameters [180] and proposed designs [269, 239,
126], we choose the following nominal values for HWP parameters:

• θhwp(LF) = 14.36 mm

• θhwp(MF) = 3.8 mm

• θhwp(UHF) = 1.86 mm

• α2 = 58°

We note here that θhwp is different for each telescope since the thickness is adapted
to the frequency range of observations, when α2 is in principle the same. How-
ever, to account for possible fabrication and/or calibration differences between
HWP, we let α2 vary independently for each of the telescopes when fitting for
parameters (although they have the same nominal value).

Mueller matrix coefficients In Eqs. (7.25 - 7.32), we expressed the coefficients
of the full optics chain Mueller matrix, as a function of HWP Mueller matrix co-
efficients µij . These coefficients can be computed from Eq. (7.7) for any HWP
configuration. We give here the full analytical expression of these coefficients
in the instrumental configuration described above. We consider two hardware
parameters per HWP:

• α2: central layer rotation angle;

1 SO_Noise_Calculator_Public.py available in the supplementary material of https:
//simonsobservatory.org/publications.php
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• θhwp: thickness of one layer.

For clarity reasons, we express coefficients µij as a function of δ, defined as in
Eq. (7.6), but we emphasise that the physical parameter that sets HWP behaviour
is really θhwp. We can then express the HWP Mueller matrix coefficients as:

µ11 = cos2(2α2) + cos(δ) sin2(2α2)

µ12 = µ21 = sin(2α2) cos(2α2)
[
cos2(δ)− cos(δ)

]
− sin2(δ) sin(2α2)

µ22 = cos2(δ) sin2(2α2) + cos3(δ) cos2(2α2)

−
[
2 sin2(δ) cos(δ) cos(2α2) + sin2(δ) cos(δ)

]
(8.45)

Although we choose a specific instrumental configuration here, we emphasise
that the proposed framework can easily be adapted to another HWP configura-
tion by taking the corresponding µij , for example for an HWP with more than
3 layers, as proposed for the LiteBIRD mission which will have 9 layers on its
low-frequency telescope [150], or even by including a Mueller matrix modelled
as measured in a laboratory, as it was done in e.g. [239].

Bandpasses

We parametrise each bandpass by two parameters: its centre ν0 and its half-
width ∆ν. We use nominal 30% bandwidths, so we have ∆ν = 0.15 × ν0. We
use this relation to fix bandwidths in the data model, but allow ν0 and ∆ν to vary
independently in the fit.

We model the bandpass as top-hat function with smoothed edges as shown in
Figure 8.2. The analytic expression of the bandpass B(ν) as a function of ν0 and
∆ν is

B(ν) = exp

[
−
(
|ν − ν0|

∆ν

)20
]
. (8.46)

Realistic parametric modelling of bandpasses can be complex because true band-
passes are never as regular as the one shown in Figure 8.2. The proposed model
has the advantage of being simple and fully analytic, and thus allows us to ef-
ficiently explore the impact of the two main bandpass characteristics: its centre
and width.

In addition, we model a slowly varying bandpass for our data as:

B′(ν) = B(ν)× [1− a× sin (b× 2πν)] , (8.47)

where B(ν) is the bandpass defined in Eq. (8.46), and a and b are respectively the
amplitude and frequency of the variation, as shown in Figure 8.2.

In section 8.2.3, we use such a model to generate input data, but we keep
the simple model of Eq. (8.46) when computing the mixing matrix for the data
likelihood. As pointed out in section 8.1.3, introducing a mismatch between the
data and its model will result in systematic residuals in reconstructed maps. In
particular, we explore the impact of various a and b values on systematic residual
levels and cosmological parameters.
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Figure 8.2 – Ideal bandpass (blue), defined in Eq. (8.46), and varying bandpass
(green), defined in Eq. (8.47). We first use the ideal bandpass in both data and
model, and then we introduce a varying bandpass in data only, to study the

impact of this mismatch on systematic residuals.

LF MF UHF
LF1 LF2 MF1 MF2 UHF1 UHF2

HWP α2 58° 58° 58°
θhwp 14.36 mm 3.8 mm 1.86 mm

Bandpass (GHz) ν0 27 39 93 145 225 280
∆ν 4.05 5.85 13.95 21.75 33.75 42.0

Table 8.1 – Nominal values of instrumental parameters

Summary of instrumental parameters

Table 8.1 summarises all the parameters that we consider in this model, and
their nominal values. We recall here that all parameters are independent and can
vary when we minimise the likelihood of Eq. (8.13).

In this work, we do not study the impact of varying sinuous antennas pa-
rameters. They can easily be included in our framework as we presented in sec-
tion 7.1.2, but we limit ourselves here to HWP and bandpass parameters. Simi-
larly, although beam modelling and beam systematics could also be investigated
within this framework, we leave this for future work and do not assume any
beam smoothing of input maps. Note that beam smoothing is taken into account
in the harmonic domain when we estimate the noise after component separation
in Eq. (8.31). Again, beam sizes that we adopt here correspond roughly to the
Simons Observatory ones [269].
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Noise parameters

We take noise into account through the noise covariance matrix in the ensem-
ble average spectral likelihood. In this approach, we therefore do not include
a noise realisation in input maps. We consider only white noise, and take the
following map sensitivities:

LF1 LF2 MF1 MF2 UHF1 UHF2
Sensitivity in µK.arcmin 49.9 30.9 3.81 4.81 9.13 23.4

Table 8.2 – Map white noise levels

The noise covariance matrix is computed from these map levels as in Eq. (8.43),
taking into account the map resolution.

Map parameters

To compute the RMS of the CMB signal covariance, we compute the fidu-
cial CMB power spectra with CAMB2 using Planck 2018 cosmological parameters
[215]. We then simulate 100 realisations of the sky with the synfast function of
the healpy package [287], and compute Ŝcmb as defined in Eq. (8.10).

We use the PySM package [271] to generate foreground maps, and choose the
following reference frequency for foreground templates:

ν0,sync. = 70 GHz, ν0,dust = 353 GHz (8.48)

We fix the dust temperature at Td = 19.6 K, and for dust and synchrotron
spectral indices nominal values we use:

βd = 1.59, βs = −3.1. (8.49)

We take constant foreground parameters across the sky, although the effect of
varying spectral parameters could be included within our framework. For details
we refer the reader to [246].

PySM uses the healpy implementation of the HEALPix pixelisation scheme 3,
and we use nside = 256 throughout this work. We use a mask corresponding to
∼ 10% of the sky, corresponding to the SO SAT mask, as shown in Figure 8.3.
When it comes to power spectrum reconstruction, we therefore consider multi-
poles from ` = 30 to ` = 511, given the limitation by the mask at low `, and by the
pixel size at high `.

We consider two cosmological parameters, the tensor-to-scalar ration r which
sets the amplitude of primordial B modes:

CBB
`, primordial = r × CBB

`, primordial(r = 1), (8.50)

2 https://camb.readthedocs.io/en/latest/
3 https://healpix.sourceforge.io/
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Figure 8.3 – Simons Observatory SAT mask on the CMB temperature map

and the lensing parameter which sets the delensing amplitude (AL = 1 corre-
sponds to no delensing and AL = 0 corresponds to full delensing):

CBB
`, lensing = AL × CBB

`, lensing(AL = 1). (8.51)

We choose

r = 0, AL = 1, (8.52)

as our fiducial case. We explore other cases in section 8.2.3.
Finally, as we aim at modelling a ground-based experiment, we consider that

sky only modulated terms, i.e. C0 and S0 in our model, can not be used due to
atmospheric noise that dominates in this frequency regime [155, 253]. In what
follows, we therefore use only C4 and S4, both in the simulated data and in the
model. However, we point out that for a space mission such as LiteBIRD, it could
be possible to recover all four mixed Stokes components.

8.2.2 Optimisation of the generalised spectral likelihood

In this section, we explore the parameter space described in the previous sec-
tion: 18 instrumental parameters (6 for the HWPs and 12 for the bandpasses),
as well as 2 foreground spectral parameters βs and βd. We start by fixing all in-
strumental parameters to their nominal values, and we only estimate foreground
parameters, βd and βs, as in the Simons Observatory forecast study [269]. This
constitutes our baseline scenario for uncertainties, residuals and bias on r, and
we compare results obtained when estimating instrumental parameters to this
case. We then gradually introduce instrumental parameters, as free parameters
of the spectral likelihood Eq. (8.11). We do not consider priors in first instance,
but will introduce them for specific cases when, and only if, it becomes necessary.

We consider the following cases, and corresponding abbreviations to identify
them throughout this work:
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• Spectral Energy Distribution (SED) parameters (foreground spectral indices)
only
→ SED only

• SED + HWP central layer angle for all three HWP
→ SED + α2

• SED + HWP layer thickness for all three HWP
→ SED + θhwp

• SED + HWP central layer angle + HWP layer thickness for all three HWP
→ SED + HWP

• SED + Band centres for all bandpasses
→ SED + ν0

• SED + Bandwidths for all bandpasses
→ SED + ∆ν

• SED + Band centres + Bandwidths for all bandpasses
→ SED + Bandpass

• SED + All the above
→ SED + All

Method

For each case, once the generalised spectral likelihood is optimised, we com-
pute the Hessian matrix H as defined in Eq. (8.14) at the peak of the likelihood.
We compare the one-dimensional spectral likelihood where we fix all parameters
but one to their nominal value, to a Gaussian function whose variance is deter-
mined by the diagonal of the Hessian matrix (i.e. the conditional uncertainty):

σi =
1√
Hii

(8.53)

for any parameter i. We also compute the eigenvalues and eigenvectors decom-
position of the Hessian matrix, to test for the presence of possible ill-conditioned
directions or degeneracies in the considered parameter space.

Finally, we evaluate the error bars on spectral parameters using the diago-
nal of the inverse of the Hessian matrix Σ, as defined in Eq. (8.14-8.15) (i.e. the
marginalised uncertainty):

σ(βi) =
√

Σβi,βi (8.54)

The errors on instrumental and foreground parameters are of primary impor-
tance as they determine the amplitudes of both statistical and systematic residu-
als, directly impacting our estimates of r. Generically, we expect that uncertainty
on these parameters will increase as we increase the number of free instrumental
parameters.

We emphasise however that there are fundamental differences in the way the
data constraint both these types of parameters and what number of parameters
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can be constrained. Indeed, the foreground parameters are usually specific to
a sky component, be that dust or synchrotron, and therefore tend to affect only
a single column of the generalised mixing matrix. In contrast, the instrumental
parameters are rather frequency channel specific and determine the rows of the
matrix. As a consequence, the constraints on the instrumental parameters do not
benefit from the multi-frequency information as much as do the foreground pa-
rameters. In particular, the quality of the constraints do not improve with the
increasing number of frequency bands (while the number of parameters will typ-
ically increase). In the simple case of instrumental parameters specific to only a
single frequency channel, we expect that only one such parameter can be well
constrained with the data. In fact, as we measure several mixed-Stokes maps per
frequency channel (2 in this work, 4 in the general model), more parameters can
be constrained but with significantly lower (and typically insufficient) precision.
If instrumental parameters are relevant to more than a single frequency channel
the number of potentially well constrained parameters increases. We note that
these analytic insights are fully borne-out by our numerical results as we discuss
in the following section.

SED only

We first apply the proposed method to the simplest case, considering only
spectral parameters. We verify that the amended spectral likelihood behaves as
expected, and that we are able to recover values of spectral parameters with a
good precision. As shown in Figure 8.4, the one dimensional likelihood (all pa-
rameters fixed, but one) can be described by the Gaussian approximation, with
a width estimated by the Hessian matrix. Uncertainties on spectral parameters
in this case constitute our baseline scenario, and, in the following, we compare
results obtained when considering broader a parameter space to these values, as
shown in Figure 8.6 and Table 8.4.

HWP parameters

We then consider the following cases, involving only HWP parameters:

• SED + α2

• SED + θhwp

• SED + HWP

In all these cases, we show an excellent agreement between the curvature of
the one dimensional likelihood at the peak and the Gaussian approximation. This
validates the approach to use the Hessian matrix as a measure of statistical un-
certainty on recovered parameters, even in multi-parameter cases.

Moreover, we show, by computing its eigenvalues, that the Hessian matrix
is positive definite, and find that in all these cases the parameters are well con-
strained, and that there are no degeneracies in the parameter space. We then com-
pute the marginalised uncertainty on spectral parameters (defined in Eq. (8.54)) in
these various cases. We find that there is no significant increase of the marginalised
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Figure 8.4 – One dimensional spectral likelihood for βd (top) and βs (bottom). We
show that the Gaussian approximation given by the Hessian matrix describes
very well the likelihood at its peak, in a one dimensional case. Note that the

distribution does not need to be fully Gaussian, as long as it is the case close the
peak, as it is here.
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Figure 8.5 – 1-σ marginalised uncertainties on band centres ν0 and bandwidths
∆ν, normalised to their true values. Uncertainties on bandwidths are larger than

the ones on band centres, indicating that these parameters are less well
constrained compared to band centres. For clarity reasons, we show here

uncertainties with priors, but results are also true in the no-prior case.

uncertainty on spectral indices when adding HWP parameters compared to the
{SED only} case, as shown in Table 8.4 and Figure 8.6.

We thus expect that when only HWP parameters are considered, the impact on
foreground residuals and r estimation should be limited, as we will demonstrate
in section 8.2.3. We therefore conclude that none of these cases would need priors
to properly constrain HWP parameters.

Bandpass parameters

Having validated our framework with HWP parameters, we now consider
bandpass parameters and investigate first the following cases:

• SED + ν0

• SED + ∆ν

• SED + Bandpass

Without priors When considering either band centres or bandwidths in addi-
tion to foreground parameters (i.e {SED + ν0} and {SED + ∆ν}), the system is not
degenerate: its Hessian matrix is still formally positive definite as all eigenvalues
are strictly positive. As shown in Figure 8.6 and Table 8.4, there is however a
non negligible increase of the uncertainties on spectral parameters, especially βd,
when considering band centres ν0. In contrast, instrumental parameters are bet-
ter constrained for band centres ν0 than for bandwidths ∆ν, as shown in Figure
8.5. This has an impact on the shape of foreground residuals as we will show in
the next section.

188



8.2. RESULTS

Figure 8.6 – Marginalised 1-σ uncertainties on foreground spectral indices. The
inclusion of HWP parameters has a negligible impact on the uncertainty on

spectral parameters, which is why we do not consider the inclusion of priors.
However, the effect is much more important when including bandpass
parameters, hence the inclusion of priors. The uncertainty on spectral

parameters when considering only ν0 or ∆ν does not change much when adding
priors, as shown in Table 8.4. However, we show that adding priors when all

bandpass parameters are considered is required to limit uncertainty on
foreground parameters and avoid degeneracies for instrumental parameters. In
the case when all parameters (foregrounds, HWP and bandpass) are considered,

priors are necessary because the system is otherwise degenerate.

Moreover, when adding all bandpass parameters together in the case {SED +
Bandpass}, we expect the system to be degenerate as we do not have enough data
to constrain 14 parameters (12 bandpass parameters + 2 spectral parameters). In
this case indeed, the uncertainty on both spectral parameters and instrumental
parameters increases significantly. The Hessian matrix is still positive definite,
but some eigenvalues are numerically zero, with eigenvalues ranging from 104

to 10−2. As expected, the marginalised errors on spectral parameters largely
increase in this case, as shown in Figure 8.6 and Table 8.4.

Even in this latter case, the spectral likelihood is still well approximated by
a Gaussian when we allow a single parameter to vary. However, for a given
bandpass, its band centre and bandwidth are degenerate: the system is poorly
constrained, and uncertainties on recovered parameters increase. This is well
illustrated by the elongated shape of the likelihood in a 2d space where we con-
sider ν0 and ∆ν for the same bandpass, as shown in Figure 8.7. To clearly see this
degeneracy, the spectral likelihood is computed over only 100 random sky pixels
(compared to 80,068 pixels in other results).

We thus show that adding bandpass parameters largely increases uncertain-
ties on both spectral and instrumental parameters, while they still were at level
comparable to the SED only case for HWP parameters. As outlined before, we
therefore consider the inclusion of priors coming from bandpass calibration to
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Figure 8.7 – Two-dimensional gridding of the generalised spectral likelihood,
Eq. (8.11), estimated from 100 random sky pixels. We overplot in blue the

Gaussian approximation given by the Hessian matrix, and show that in this case
it fails to describe the likelihood. The red cross indicate true values of

parameters.

alleviate this issue.

With priors To remove bandpass-associated degeneracies in the parameter space,
we introduce Gaussian priors on ν0 and ∆ν as proposed in Eq. (8.13). The eigen-
value decomposition of the Hessian matrix allows us to decide which instrumen-
tal parameters should be constrained with priors. The lowest eigenvalues of the
Hessian matrix are associated with eigenvectors combining bandpass parameters
- both band centres and bandwidths, as shown in Figure 8.8. It is expected as we
outlined above that, for a given bandpass, its width and centre are degenerated
as shown in Figure 8.7.

In the absence of calibration data, we propose to test three levels of priors:

• Pessimistic: 5% on ν0 and 8% on ∆ν;

• Fiducial: 1% on ν0 and 5% on ∆ν;

• Optimistic: 0.5% on ν0 and 1% on ∆ν.

The corresponding uncertainties on spectral parameters for these different
choices are listed on Table 8.3. We also show uncertainties with and without
priors on Figure 8.6 for the fiducial case. Priors are efficient to reduce uncertain-
ties in all considered cases, but their effect is most sensitive when we consider all
bandpass parameters, as expected since the system is otherwise almost degener-
ate.

Moreover, we note that introducing priors allows to reduce the range of eigen-
values by one to two orders of magnitude (depending on the level), demonstrat-
ing that priors are efficiently reducing degeneracies of the Hessian matrix.
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Priors σ(βd = 1.59) σ(βs = −3.1)

SED + Bandpass

No 0.108 0.358
Pessimistic 0.0690 0.0419

Fiducial 0.0472 0.0249
Optimistic 0.0281 0.0161

Table 8.3 – Marginalised 1-σ uncertainties on spectral parameters when
considering bandpass parameters for different choices of priors.

When it comes to the level of priors, even poorly constraining ones allow for a
significant reduction of marginalised uncertainties on spectral parameters. How-
ever, the change in eigenvalues is not significant between pessimistic and fiducial
cases, although it is better than in the no prior case. In what follows, unless oth-
erwise specified, we choose to keep fiducial values as our nominal level of priors,
as they are closer to currently achieved calibration performances.

This choice of priors is indeed achievable at least in the cases of limited num-
bers of detectors, for instance compared to calibration performances currently
achieved with a Fourier Transform Spectrometer (FTS) on a typical CMB experi-
ment. Accuracy of such measurements has been demonstrated to be at the level
of 1 GHz for the POLARBEAR experiment [177] for example. Future experiments
such as LiteBIRD will even require higher accuracy on bandpass calibration, up
to 0.2 GHz [107], so priors at the level we propose should not be a limiting factor
for future analysis.

Overall, this shows that the inclusion of priors is necessary and efficient to
reduce marginalised uncertainties and lift degeneracies in the multi-parameter
space. The level we propose is achievable with current calibration strategies. We
also show in the next section that it reduces foreground residuals and bias on r.

All parameters

After including priors for bandpass parameters, we finally consider all instru-
mental parameters together in addition to foreground parameters:

• SED + All

In this case, if we do not include priors, the Hessian matrix is degenerate
since it has a wide range of eigenvalues, and several of them are numerically
zero, including a negative one, as shown in Figure 8.8. This is expected given the
large number of parameters. We therefore once again include priors on bandpass
parameters at the level discussed in the previous section, which suppresses the
degeneracy as shown in Table 8.4. In the follow-up, unless otherwise specified,
we always consider fiducial priors on bandpass parameters for the case {SED +
All}.

Summary

In this first part of our work, we have studied parameter space degenera-
cies as well as statistical uncertainties on spectral parameters estimated by the
Hessian matrix at the spectral likelihood peak. We showed that we can estimate
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Figure 8.8 – Eigenvectors of the Hessian matrix, normalised to one, in the {SED +
All} case, without priors. Each column of this matrix corresponds to one

eigenvector, that is a linear combination of the parameters indicated on the
vertical axis. On the horizontal axis, we quote orders of magnitude of

eigenvalues associated with each eigenvector. We show that poorly constrained
eigenvectors, i.e. the ones associated with low eigenvalues (on the right),

correspond to combinations of bandpass parameters (both band centre and
bandwidth). In particular, some of these eigenvalues are numerically zero, and

the last one is negative, indicating degeneracies in the bandpass parameter
space that calls for the inclusion of priors.
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Priors σ(βd = 1.59) σ(βs = −3.1)
SED only No 5.291× 10−3 6.420× 10−3

SED + α2 No 5.292× 10−3 6.423× 10−3

SED + θhwp No 5.292× 10−3 6.422× 10−3

SED + HWP No 5.300× 10−3 6.444× 10−3

SED + ν0 No 4.609× 10−2 1.890× 10−2

SED + ν0 Yes 3.761× 10−2 1.736× 10−2

SED + ∆ν No 7.155× 10−3 7.129× 10−3

SED + ∆ν Yes 7.014× 10−3 6.538× 10−3

SED + Bandpass No 1.074× 10−1 3.577× 10−1

SED + Bandpass Yes 4.721× 10−2 2.493× 10−2

SED + All No Degenerate Degenerate
SED + All Yes 6.825× 10−2 3.903× 10−2

Table 8.4 – Summary of 1-σ marginalised uncertainties on spectral parameters.
Priors refer to the fiducial case: 1% on band centres (ν0) and 5% on bandwidths

(∆ν).

HWP parameters with no significant increase of marginalised uncertainties, and
without adding priors. This is because HWP parameters apply to more than one
frequency band, and therefore we have enough leverage to constrain them. How-
ever, when it comes to bandpass parameters, we showed that it is necessary to
introduce priors on both band centres and bandwidths to avoid degeneracies in
the parameter space and maintain marginalised error bars on spectral parame-
ters at a level at least comparable to the SED only case. This is due to the fact
that we have two bandpass parameters (bandwidth and band centre) for only
one frequency band, and therefore these two parameters are degenerate. In what
follows, unless otherwise specified, we keep the following priors on bandpass
parameters anytime these parameters are estimated: 1% on ν0 and 5% on ∆ν.

Overall, and as we could have expected, we show that the more parameters
we consider in the spectral likelihood, the higher statistical uncertainties. This
will have an impact on the level of foreground residuals and estimation of r, as
we will now demonstrate. All results are summarised in Table 8.4.

8.2.3 Residuals and constraints on tensor-to-scalar ratio

In this section, after optimising the generalised spectral likelihood Eq. (8.11-
8.13) (without and with priors respectively) and fitting for both spectral and in-
strumental parameters, we reconstruct sky maps, estimate foreground residuals,
and finally estimate their impact on the tensor-to-scalar ratio r.

Impact on foreground residuals

We compute foreground residuals following Eq. (8.24). We remind that, in our
framework, they take into account the possible leakage of CMB to foregrounds
since the CMB frequency-scaling can now be affected by the instrumental effects.
We also include statistical uncertainties induced by instrumental parameters.
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Figure 8.9 – Foreground statistical residuals on B-modes, for various
instrumental parameter sets. As expected, statistical residuals scale as statistical
uncertainty on the estimated parameters. The bump at high ` is due to statistical

uncertainty dominated by uncertainty on instrumental parameters, resulting
into a CMB E- to B-mode power spectra leakage.

Statistical residuals At first, we assume the same modelling to simulate and
analyse data sets. In this case, we expect no systematic residuals, and we can
therefore limit ourselves to statistical residuals as defined in Eq. (8.27). We com-
pute foreground residuals for all cases we have studied in the previous section.
Results are presented in Figure 8.9. As expected, the level of statistical residuals
scales directly as the uncertainties on recovered parameters: the more parame-
ters, the larger the uncertainties and the higher the statistical residuals. Including
priors on bandpass parameters lowers the level of residuals as expected.

We note that, despite being very similar in shape at low `, the various resid-
ual curves differ at high `: the bump at small angular scales is due to the leak-
age of the CMB polarisation signal (E-modes) into residuals. We validate this by
computing residuals without including CMB contributions, and show that this
distinctive feature disappears, as shown in Figure 8.10.

The difference between various cases depends on the dominant source of un-
certainty, i.e dominant terms in Σ. When uncertainties on foreground spectral
parameters are dominant, this has no impact on CMB residuals since foreground
parameters, by definition, do not parametrise CMB. Otherwise, when uncertain-
ties on instrumental parameters are dominant, the CMB contribution to residuals
is boosted, hence the bump at high `.

As we observed in section 8.2.2 (see Figure 8.6), marginalised uncertainties
on spectral parameters in the {SED + ν0} case are much higher than in the {SED
only} case, while there is only a negligible increase in the case {SED + ∆ν}. As
shown in Figure 8.9, statistical residuals at low ` in the {SED + ν0} case are thus
higher that in the {SED + ∆ν}. Moreover, in the {SED + ν0} case, the dominant
source of uncertainty is spectral parameter uncertainties, whereas it is instru-
mental parameter uncertainties in the {SED + ∆ν} case. This difference reflects
in systematics residuals at high `: in the {SED + ∆ν} case, they are indeed domi-
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Figure 8.10 – Foreground statistical residuals with and without including CMB
contribution. We also compare different level of priors on bandwidths, to show
the effective reduction of statistical residuals by choosing more stringent priors.

The case without CMB is considered with fiducial priors.

nated by CMB-sourced residuals, hence the bump, while they are dominated by
pure foregrounds residuals in the {SED + ν0} and therefore have no bump at high
`.

This effect could be reduced by having more stringent priors on instrumen-
tal parameters, as shown in Figure 8.10. Indeed, the presented framework can
be used to motivate required specifications for calibration precision of different
instrumental parameters. We leave a more detailed discussion of this option to
future work.

Systematic residuals We now introduce a mismatch between simulated data
and the model. As outlined in section 8.2.1, we investigate the effect of slowly
varying, more realistic bandpasses in the data, while we keep a simple smoothed
top-hat model. We consider the following cases:

• SED only

• SED + HWP

• SED + Bandpass

• SED + All

For each case, we compute residuals when introducing a discrepancy between
bandpass data and model, with a = 0.01 and b = 1. We compare them to residuals
in the same instrumental configuration, but with no bandpass variation in the
input data. For both statistical (Eq. (8.27)) and systematic residuals (Eq. (8.26)),
we verify that they behave as expected:

• no notable difference between statistical residuals, as they are unaffected by
discrepancy between data and model;
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Figure 8.11 – Statistical and systematic residuals, showing the increase in
systematic residuals when introducing a mismatch between bandpass in data

and model in the {SED + All} case.

• increase of systematic residuals as they are precisely sensitive to the mis-
match between data and its model.

We demonstrate that this is true in all cases, and show the result for one case
({SED + All}) in Figure 8.11 for reference.

Moreover, we expect the level of systematic residuals to depend on a and b
(defined in section 8.2.1), as they set the amplitude and frequency of bandpass
variations. The impact of higher systematic residuals on r estimation, and the
level of bandpass variation we can tolerate compared to a smoothed, top-hat
model, without having to take into account explicitly the effect is discussed here-
after.

Constraints on tensor-to-scalar ratio

Now that we have computed residuals for various cases, we move to the es-
timation of cosmological parameters, and in particular the tensor-to-scalar ratio
r.

We use the cosmological likelihood introduced in Eq. (8.32) and consider that
the theoretical covariance of the CMB signal only contains BB power and is only
dependent on the tensor-to-scalar ratio r i.e. Ĉ = Ĉ(r). We can thus determine
the best fit for r as well as the uncertainty σ(r) by minimising Eq. (8.32).

Contribution of residuals to the cosmological likelihood Residuals that we
previously computed all contribute to the cosmological likelihood at different
levels. High statistical residuals will increase the uncertainty σ(r), while high
systematic residuals will possibly bias the recovered value of r itself.

We first estimate r in the case assuming no model for the statistical residuals
and the covariance given therefore as in Eq. (8.33). As no residual is accounted
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Figure 8.12 – Cosmological likelihoods (Eq. (8.32)) as a function of the
tensor-to-scalar ratio r. We show that limiting statistical residuals by introducing

priors reduces the bias on r. We also demonstrate that when it is possible to
achieve statistical residuals deprojection because we have a precise enough

model of the instrument, the estimation of r is significantly improved.

for in this case, both the statistical and systematic residuals may result in a bias on
r which is expected to depend on the level of residuals. The results are shown in
Figure 8.12 and we also quote values of r and σ(r) for all instrumental parameter
sets that we have considered in Table 8.5.

As expected, the higher the residuals, the bigger the bias on r. We can there-
fore suppress the bias by suppressing the residuals. This can be achieved with
help of additional priors on instrumental parameters. As shown in Figure 8.12
and Table 8.5, this way is indeed efficient in reducing the bias on r and ensur-
ing that it does not lead to an erroneous but statistically significant detection. Its
downside is that it may call for high precision priors. This can be particularly
demanding if the number of relevant instrumental effects is large.

The statistical residuals can be effectively marginalised, or deprojected, by us-
ing the model covariance in Eq. (8.34), therefore minimising potential bias of the
measured value of r. In this case, we may hope that the need for high precision
priors can at least partly be alleviated. This expectation is indeed confirmed in
the cases studied here, as it is shown with a gray solid line in Figure 8.12. The
loss of accuracy and precision seems to be in this case negligible. In more realistic
cases and in the presence of a potentially significant mismatch between the as-
sumed sky and instrument models, and the true ones, the deprojection may not
be however as successful as in the simple cases studied here. We expect there-
fore that the calibration priors will continue to play a key role in the component
separation process either in order to suppress the residuals, as in the first method
described above, or to demonstrate that the deprojection was indeed performed
successfully.
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r(×10−5) σ(r)(×10−3)
SED only 0.819 1.47
SED + α2 0.870 1.47

SED + θhwp 0.823 1.47
SED + HWP 1.15 1.47

SED + ν0 8.40 1.48
SED + ∆ν 1.38 1.47

SED + Bandpass - no priors 98.6 1.51
SED + Bandpass - pessimistic priors 28.0 1.48

SED + Bandpass - fiducial priors 14.1 1.48
SED + Bandpass - optimistic priors 6.00 1.47

SED + All - fiducial priors 47.6 1.49
SED + All - optimistic priors 29.1 1.48

Table 8.5 – Best-fit values for r and σ(r) without residuals deprojection. The
input value is r = 0. Corresponding cosmological likelihood for some cases are

shown in Figure 8.12.

AL = 1 AL = 0.5
r = 0 σ(r) = 1.49× 10−3 σ(r) = 1.05× 10−3
r = 0.01 σ(r) = 1.96× 10−3 σ(r) = 1.51× 10−3

Table 8.6 – Uncertainties on r without residual deprojection, with varying
tensor-to-scalar ratio r and lensing amplitude AL, in the case of SED + All,

including priors on bandpasses.

Results with other fiducial cosmological parameters We also test our frame-
work with other values for fiducial cosmological parameters. We consider

• the effect of partial delensing with AL = 0.5;

• the impact on the performance for a tensor-to-scalar ratio value consistent
with what typical Stage 3 experiment plan to achieve, i.e. r = 0.01.

Here, we consider only the case with all instrumental parameters, including
priors. Results without residual deprojection are shown in Figure 8.13 and Table
8.6. We show that in all considered cases, we correctly estimate the value of r
within the uncertainty σ(r), even if we do not deproject statistical residuals. The
uncertainty on r is reduced when we assume partial delensing, as expected.

Overall, we demonstrate that results obtained with our framework are compa-
rable with Simons Observatory forecast [269], as we recover σ(r = 0) ∼ 2 × 10−3

with no delensing. When assuming AL = 0.5, the reduction in σ(r) is again con-
sistent with SO expectations4. However, we emphasise again that the results are
not directly comparable to SO forecasts, as we made simplifications in the instru-
ment model, and did not include 1/f noise.

4 One can refer for example to Tables 4 and 5 in [269]
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Figure 8.13 – Cosmological likelihood without residual deprojection, with
varying tensor-to-scalar ratio r and lensing amplitude AL, in the case of SED +
All, including priors on bandpasses. AL = 1 corresponds to no delensing and

AL = 0.5 to 50 % of delensing.

Impact of varying bandpass We have previously shown that bandpass param-
eters play a key role in the framework, and that their determination requires the
inclusion of priors to control the level of uncertainties on recovered parameters.
However, we have also emphasised that this is particularly difficult to find a good
parametric modelling of bandpasses, as they are often more complex than the
parametric model we have adopted. We therefore propose to go a step further
to see how things are affected by mismodelling bandpasses. We consider a mis-
match between bandpasses in simulated data and in the model, as outlined in
section 8.2.3. This allows us to mimic the effect of having a real bandpass whose
features are more complex that the top-hat model we use.

We first estimate r for the previously considered cases of systematic residuals,
i.e with a = 0.01 and b = 1 with various instrumental configurations. Although
we reported - as expected - an increase in systematic residuals, we find that this
has no impact on the recovered value of r since systematic residuals are always
below statistical residuals.

To investigate this effect further, we keep only the {SED + All} case, as this is
the case where we expect the biggest impact. We consider various {a,b} combina-
tions, compute residuals and estimate r in each case.

We show that, for a given value of a (amplitude of the bandpass variation),
a smaller b leads to a larger increase in systematic residuals. As it corresponds
to a low-frequency variation (see Figure 8.14), it shows that large-scale deviation
from the assumed bandpass shape are more likely to affect the precision of the
component separation, but higher frequency features in the bandpass are of less
concern. It is therefore safe to characterise bandpass with a ∼ 1 GHz sampling
as this is most often the case [177, 280]. Moreover, for a given value of b, a big-
ger a increases systematics residuals: this is an expected effect, since a sets the
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CHAPTER 8. GENERALISED COMPONENT SEPARATION

Figure 8.14 – Varying bandpass for a = 0.05 and different b values for the 27 GHz
channel, following Eq. (8.47)

amplitude of bandpass variation. These two effects are demonstrated on Figure
8.15.

However, even with higher statistical residuals, the bias on the recovered
value of r is insignificant, as it is within the uncertainty σ(r). This is due to the
fact that total residuals are still dominated by statistical residuals in the cases we
considered.

8.2.4 Discussion

In this work, we addressed the issue of component separation within an in-
strumental framework, including a frequency-dependent optics chain. In partic-
ular, we focus on the interplay between HWP polarisation angle, bandpass and
foregrounds spectral laws.

Using degeneracies of the Hessian matrix of the multi-parameter spectral like-
lihood, we demonstrated that it is necessary to include priors on instrumental
parameters to properly constrain them. Although we have not explored a wide
range of priors in this work, we demonstrate in a few chosen cases that their in-
clusion improves the performances of component separation. We also provide
several metrics to decide on which priors to use and their required level: eigen-
values of the Hessian matrix, uncertainties on foreground spectral parameters
and level on statistical residuals after component separation. We thus emphasise
that the tool we propose is suited to inform calibration strategies and require-
ments, as it allows to forecast the impact on final cosmological parameters from
calibration uncertainties.

We also addressed the impact of a mismatch between data and model, in the
specific case of bandpasses. We show that for usual variations of bandpasses
around a top-hat model, we can safely ignore these variations in the model with-
out biasing cosmological parameters. Again, the tool we propose can be used to
forecast the performance of data analysis given an experimental model, and as-
sess whether a more complex one is required or not. Moreover, as we envisage
experiments composed of thousands of detector arrays, the method we propose

200



8.2. RESULTS

Figure 8.15 – Scaling of systematic residuals depending on bandpass variation,
compared to statistical residuals. We consider here all 20 parameters.

is well suited to evaluate the impact of a dispersion of detector parameters (sin-
uous antenna, bandpass) on the data, while modelling them with only a single
parameter, identical to all detectors and thus ignoring individual detector effects.
Although this effect is not investigated here and is a potential limitation to the
results we present, it is an extension that we plan on investigating in a future
work.

Moreover, the proposed framework is flexible enough to accommodate a wide
range of instrumental models, and is not limited to HWP and bandpass effects.
We have for example introduced the sinuous antenna wobble angle, that we have
not explored in this work but that could easily be considered. We also mentioned
beam systematics and varying foreground spectral parameters that could be in-
vestigated within this framework in future work. Moreover, any of the instru-
ment models that we propose (HWP, sinuous antenna, bandpass) can be replaced
by lab measurements to simulate input data, while keeping a parametric instru-
ment model in the model. This approach would be similar to what we did using
varying bandpasses in simulated data. This would allow to assess the effect of
an imperfect modelling of the instrument or a loose calibration on component
separation performances.

Last but not least, while we have employed the framework in the context of
forecasting, it can also be included in an actual data processing pipeline. In par-
ticular, as it requires an amended map-making process, we aim at including it in
an end-to-end data analysis pipeline taking into account foreground and instru-
mental effects. In this case, the ensemble averaged likelihoods should be replaced
by the actual likelihoods for actual data sets which are analysed.
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Conclusion

After the progress in precision cosmology in the past 15 years, CMB science
is preparing for a new step forward with the advent of new generation polarisa-
tion experiments. Primary science goals of this new generation of experiments
include the observation of primordial B-modes that would be a smoking gun for
inflation. Experiments are also designed to help unveiling the secrets of the Uni-
verse, dark energy and dark matter. In that respect, the development of multi
messenger astrophysics and cross-correlation studies between data sets obtained
from various cosmological observables allows to portray the Universe with an
unprecedented accuracy.

Preparing for these new experiments requires to address new challenges. Tech-
nical ones in the first place, to reach an unprecedented on-sky sensitivity, but also
data analysis ones. As the increased complexity of experimental design unavoid-
ably introduces new instrumental and systematic effects, we need to ensure that
this complexity does not degrade instrumental performances nor hinders our de-
tection capabilities.

In this thesis, I first reviewed the core principles of cosmology and CMB science
in Chapters 1 and 2, and I emphasised the importance of multi-probe cosmology
in Chapter 3. In Chapter 4, I presented one of the most important challenges for
CMB data analysis: the removal of diffuse galactic foreground contamination.
This step of data analysis is the driver for the deployment of multi-frequency de-
tector arrays. As I presented in Chapter 5, this calls for new technological devel-
opments and data analysis methods, that are being implemented in the context
of new generation CMB polarisation experiments.

In this context, I have developed simulation and data analysis frameworks to
address some of the key potential instrumental systematic effects for the new gen-
eration experiments. In Chapter 6, I emphasised my contribution to the POLAR-
BEAR/Simons Array experiments, where I have helped to develop novel meth-
ods to estimate readout crosstalk by using planet scans. A map-domain version of
this method was successfully applied in the context of the POLARBEAR-1 large
patch data analysis in which I participated. I also proposed a time-domain frame-
work for a parametric estimation of crosstalk parameters directly from timestreams,
which would in principle allow for a day-to-day correction of crosstalk effects. I
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have demonstrated this framework on a small subset of detectors, and I wish to
continue to develop this method for future data sets. I also had the chance to be
part of the preparation and deployment of Simons Array, by contributing to the
installation and operation of the HWP in Chile in November 2019.

On another front, I derived in Chapter 7 an involved data model to take into
account accurate modelling of optics chain elements. This allows to study the
interplay of various optical elements with the frequency-dependent foreground
emission, and to address issues in component separation arising from the com-
plexity of the optics chain of the instrument. I demonstrated this framework in
Chapter 8 in the context of parametric component separation forecast for a typical
Stage 3 experiment. In particular, I emphasised the importance of instrumental
calibration priors to reach the required precision on the unbiased estimation of
cosmological parameters.

In the future, I intend to continue developing this component separation frame-
work and integrate it in future data analysis pipeline for CMB polarisation exper-
iments. In particular, as it requires an amended map-making procedure, I wish
to participate in the development of novel map-making pipelines that would en-
compass the involved data model I developed. I would also like to integrate more
instrumental effects in the framework, such as beam and gain effects, as well as
the crosstalk formalism I proposed.

More generally, I plan to continue working at the interface between data anal-
ysis and instrument modelling, and to pursue the development of novel and dis-
ruptive methods for data analysis for increasingly complex instruments.
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APPENDIX A

Spherical harmonics

Spherical harmonics play the same role on the sphere as the Fourier transform
for plane waves: a basis of orthogonal functions allowing to decompose any field
defined on the sphere. They are an unavoidable tool to anyone willing to describe
CMB anisotropies. These functions are defined as the solutions of the Laplace
operator:

∇2Y`m(θ, φ) = −`(`+ 1)Y`m(θ, φ), (A.1)

where (θ, φ) are the usual angles of spherical coordinates. Spherical harmonics
form an orthogonal basis on the sphere, with ` the degree of the harmonic, and
m its mode, with −` ≤ m ≤ `. ` corresponds to the number of (geographical)
parallels defined on the sphere by the mode, and |m| to the number of meridians.
In connection with CMB anisotropies, it is important to note that ` measures the
angular scale of an anisotropy: a large ` means a small scale anisotropy, when
a small ` corresponds to a large scale anisotropy, with ` = 0 corresponding to
full-sky, as it is shown for example in Figure A.1. The correspondence between
angular scale θ and degree ` is roughly θ ∼ 180°

`
.

Scalar transformation

For any scalar field F defined on the sphere - for example the CMB tempera-
ture field - this base can be used to expand it:

F(θ, φ) =
∞∑
`m

a`mY`m(θ, ϕ), (A.2)

where the harmonic coefficients are given by

a`m =

∫
4π

dΩY ∗`m(θ, φ)F(θ, φ). (A.3)
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APPENDIX A. SPHERICAL HARMONICS

Figure A.1 – Spherical harmonics, from ` = 0 (top) to ` = 5 (bottom), with m
ranging from −` (left) to ` (right) for each `

Credit: R. Luger using starry package [169]

Spin transformation

For a spin-2 field - for example a polarisation field - we introduce the spin-
weighted spherical harmonics:

F±2(θ, φ) =
∑
`m

±2a`m ±2Y`m(θ, φ), (A.4)

where the coefficients are given by:

±2a`m =

∫
dΩY †`m(θ, φ)F±2(θ, φ), (A.5)

and ±2Y`m are connected to Y`m through their covariant derivatives on the sphere,
see for example in [110] for the complete algebra.
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APPENDIX B

Gravitational waves

I do not intend to give an in-depth review of gravitational waves theory here,
but rather to present a few important highlights to understand the physical mean-
ing of gravitational waves observations1. For an extensive derivation, one can
refer for example to [42, 82, 240].

Wave equation

As their name suggests, gravitational waves are... waves! Therefore, they fol-
low a wave equation, similar to mechanical or electromagnetic waves equation,
but derived in the framework of general relativity.

The space-time metric perturbed by gravitational waves is modelled as the
Minkowski metric ηµν plus a small perturbation hµν

gµν = ηµν + hµν , (B.1)

with |hµν | � 1, and we limit ourselves to first order perturbations. For practical
reasons, we introduce:

h̄µν ≡ hµν −
h

2
ηµν

h ≡ ηµνhµν . (B.2)

We impose the canonical harmonic gauge condition:

∂µh̄
µ
ν = 0, (B.3)

and we can then linearise and simplify Einstein field equation Eq. (1.17) to obtain:

�h̄µν = −16πG

c4
Tµν , (B.4)

1 This short review is based on lecture notes by Marios Petropoulos from his Relativité Générale
course, École polytechnique, 2016.
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which is the wave equation for gravitational waves, relating the metric perturba-
tion hµν to the energy-momentum tensor of the source Tµν .

Propagation in vacuum

Once waves have been emitted, they propagate in vacuum, away from their
source. We thus remove the source term Tµν from the wave equation, and obtain
the propagation equation in vacuum:

�h̄µν = 0. (B.5)

To describe the gravitational waves field in vacuum, we impose further gauge
restrictions, known as the traceless transverse gauge conditions:

h̄ = 0 (traceless)

uµh̄µν = 0 (transverse), (B.6)

where uµ is an arbitrary timelike vector.
If we assume that plane waves propagate along the z-axis, under the traceless

transverse gauge condition, one can express them in a generic form:

hµν =


0 0 0 0
0 h+ h× 0
0 h× −h+ 0
0 0 0 0

 eikz, (B.7)

with k the wave number. h+ and h× are the two independent polarisation states
of the wave, that are analogue to polarisation states of the light.

Emission

Gravitational waves can only be generated if the source has a quadrupole mo-
ment. The generic expression for gravitational waves emitted by a source located
at a distance r from the observer is indeed:

h̄ij(t, r) =
2G

c4r

dI ij

dt2
(tr) (B.8)

where tr is the retarded time and I ij is the quadrupole moment of the source:

I ij(t) =
1

c2

∫
d3yyiyjT 00(ct,y), (B.9)

where the unit vector y defines the space coordinates of the source. Here we note
that the generation of a gravitational waves relies on the time-varying second
moment of the energy-impulsion tensor T 00.
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